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Evidence-based discounting rule in Subjective Logic
(extended abstract)

Boris Skori¢!, Sebastiaan J.A. de Hoogh?, Nicola Zannone!

1) TU Eindhoven.  {b.skoric, n.zannone}@tue.nl

2) Philips Research. sebastiaan.de.hoogh@philips.com

Abstract

We identify an inconsistency in Subjective Logic caused by the discounting operator ‘®’.
We propose a new operator, ‘™’, which resolves all the consistency problems. The new
algebra makes it possible to compute Subjective Logic trust values (reputations) in arbitrarily
connected trust networks. The material presented here is an excerpt of [3].

1 Subjective Logic

Subjective Logic (SL) [1] is a kind of ‘fuzzy’ logic that explicitly keeps track of uncertainties. The
central concepts in SL are evidence and opinions. Let P be a proposition. Evidence about P is
denoted as a vector (p,n), where p is the amount of evidence supporting P, and n the amount
of evidence supporting =P. An opinion is a triplet (b,d,u) € [0,1]® satisfying b +d +u = 1.
The b component is the ‘belief’ in proposition P, and it can be interpreted as the probability
that P is provably true given the evidence. Likewise, the d is disbelief (belief in =P). The u is
the uncertainty, the probability that nothing can be proven about P. There is a simple bijection
between the evidence vector and the opinion based on it,

(p,n,2)
p+n+2’

(b,d,u) = (p,n) = 2@. (1)
This relation is based on an analysis of a posteriori probability distributions (beta distributions) [1].
Special points are Belief B = (1,0, 0), Disbelief D = (0, 1,0) and Uncertainty U = (0,0, 1). Triplets
with u = 0 can only be reached with infinite amounts of evidence and are therefore often excluded
from opinion space.

There are two important operations for combining opinions about the same proposition: consensus
and discounting. The consensus operation simply adds up evidence vectors. Let x = (zp, x4, Ty)
be an opinion based on evidence (p;,n;) and y = (Yb, Ya, yu) an opinion based on (py, ny). Then
the combined evidence is (p; + py, ne + ny) and the corresponding opinion is given by

By def (xuyb + YuTh, TuYd + YuZd, xuyu). (2)
Ty + Yu — TuYu

The consensus operation @ is allowed only if the evidence in x and y is independent, otherwise

‘double counting’ of evidence occurs.

Discounting describes trust transitivity. Let Bob publish opinion y about proposition P. Let

Alice have opinion z about Bob’s trustworthiness. Then Alice’s opinion about P is ‘y discounted

through z’, which is denoted as z ® y and defined as

def
TRY = (Tulbs ToYd, Td + Tu + ThYu)- (3)



2 Problems with the ® operator

The definition of ® lacks a natural interpretation in evidence space. Let z = x ® y in the Alice
& Bob example above. The evidence vector (p.,n.) obtained using (1) is a messy function of p,,
Dy, Ny and n, which under certain circumstances yields downright weird results. For instance, if
ngy =0, ny = 0 and py > p,, then p. =~ p, /4, which seems to imply that Alice’s opinion about P
is fully determined by = (which is not even an opinion about P), independent of y.

Furthermore, consider the following case. Alice has trust x in Bob. Bob gathers two independent
evidence vectors, (p1,n1) and (p2,n2), about proposition P.

Scenario I: Bob forms two independent opinions, y; and ys, based on the evidence. He publishes
first y; and later y5. Alice forms opinion x®y; about P and later updates this to (z®y1)® (zQys).
Scenario IT: Bob combines his evidence and forms opinion y; @ y2, which he publishes. Alice forms
opinion z ® (y; @ y2) about P.

It is obvious that these scenarios should yield the same result for Alice. Yet the traditional
discounting rule gives  ® (y1 ® y2) # (x @ y1) ® (z ® y2). In SL the only correct expression is
x ® (y1 @ y2). We consider this to be a grave inconsistency in SL.

Next consider the trust network in Fig. 1. Due to the complicated mixup of evidence components
in expressions of the form z ® y, combined with the prohibition on combining dependent evidence
in @ operations, it is impossible to write down a consistent SL result (‘canonical expression’ [2])
expressing the trust that node 1 has in node 6.

® e‘:’e ©®

Figure 1: Ezample of a trust network that is problematic for Subjective Logic.

3 Bijection between evidence and opinion: Simplified deriva-
tion

We have found a simple way to obtain a bijection between evidence (p,n) and opinion z =
(b,d,u). Instead of looking at a posteriori probability distributions, we ask ourselves which natural
constraints should be satisfied by such a bijection. If we impose the following conditions,

1. b/d=p/n
2.b+d+u=1
3. p+n=0= u=1
4. p+n—-00 = u—0
then the relation between x and (p,n) can only be

(b, d)

p,7, ) p ()=~ (4)

z = (bd,u) = ———
pt+tn+c

where ¢ > 0 is a constant. Eq. (4) is precisely of the form (1), except for the constant ‘2’ versus c.
We make two important remarks: (i) The more generic mapping (4) is consistent with the @
definition (2), i.e. the value of ¢ does not matter, as long as all entities use the same c. (ii) The
analysis of [1] can be re-done using a general constant ¢, and then still yields a consistent result.
We see no reason to set ¢ = 2.



4 New discounting operator: X

We first define a new operation in Subjective Logic, multiplication of a scalar and an opinion. Let
x = (b,d,u) be an opinion based on evidence (p,n). Let A > 0 be a scalar. In evidence space the
product A - z is defined as (Ap, An). In opinion space this corresponds to the definition
def  (Ab,Ad, u)
N = L2 5

o Ab+d)+u (5)
Next we define our new discounting operator ‘)’. Let g be a function that maps opinions to [0, 1],
satisfying g(B) = 1 and ¢g(D) = 0. We define

eRy ™ g(z)-y. (6)

The function g can be chosen at will, depending on the context.
We refer to {SL with the new discounting operator} as Evidence-Based Subjective Logic (EBSL).
EBSL avoids all the inconsistencies of the ® operation,

e The expression Xy has a very simple interpretation in evidence space: Due to the disbelief
and uncertainty present in z, only a fraction g(z) of the evidence in y is accepted by the
recipient.

e It holds that z X (y; ® y2) = (x K y;) @ (x W ys), which is what is intuitively expected of a
discounting operation.

e Due to the cleanness of the X operation, there is a strict separation between evidence on the
one hand and the way it is carried over trust links on the other hand. Consequently EBSL
can handle any trust network, no matter how complicated the graph. (See the next section.)

5 Arbitrary trust networks

Let opinion A;; be the amount of trust that a node ¢ has in node j, based on direct evidence, e.g.
past interaction between i and j. We set the diagonal to A;; = U. All nodes publish these direct
opinions. Every node wants to know how much the other nodes can be trusted, and is willing to
make use of the opinions published by others (‘indirect evidence’). The mathematical problem is
now to compute a meaningful reputation matrix R from A, giving proper weights to all the direct
and indirect evidence. The diagonal of R is undefined, so we are free to set it arbitrarily. We set
it to B1, where 1 is the unit matrix. The following relation must be satisfied,

R=B1® (RRA), (7)

where the ‘matrix multiplication’ R X A is defined as (RX A);; = ®p(Rix X Agj). Eq. (7) says
that a reputation R;; consists of a weighted sum of direct opinions Ay;, where the weights are
determined by the reputations R;;. Eq. (7) is a fixed-point equation. It can be solved e.g. by
iterative methods such as repeatedly substituting (7) into itself. Experiments on synthetic as well
as real data show fast convergence.
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Caching (a pair of) Gaussians
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Abstract

A source produces i.i.d. vector samples from a Gaussian distribution, but the
user is interested in only one component. In the cache phase, not knowing which
component the user is interested in, a first compressed description is produced.
Upon learning the user’s choice, a second message is provided in the update phase
so as to attain the desired fidelity on that component. We aim to find the cache
strategy that minimizes the average update rate. We show that for Gaussian
codebooks, the optimal strategy depends on whether or not the cache is large
enough to make the vector conditionally independent. If it is, infinitely many
equally optimal strategies exist. If it is not, we show that the encoder should
project the source onto some subspace prior to coding. For a pair of Gaussians,
we exactly characterize this projection vector.

1 Introduction

Nowadays, streaming-services draw a huge chunk of the available bandwidth. The
on-demand aspect of video-on-demand results in an overload of individual requests at
slightly different times of the day, albeit concentrated during peak hours. Caching is
a strategy to move part of that load to off-peak times. During the night, a service
could pre-load data onto your hard drive, taking an estimated guess of the content you
might ask for during the day. If a user has a limited cache budget on his drive, what
should the server put there in order to minimize traffic during the day? In this paper,
we study these applied questions in a theoretical context of Gaussian vector sources.

A source produces length K vector samples of a Gaussian distribution, but the user
is only interested in one of the components. In the cache phase, the encoder can code
a first message up to cache rate R., without knowing the user’s desired component.
In the update phase, the user chooses component k uniformly, i.e., py (Y =k) = 1/K
and reveals it to the encoder, who then sends an update at a rate R,. The decoder
then uses the cache and this update to construct a lossy representation of the k’th
component at the desired fidelity. A schematic of this is depicted in Figure 1. Our goal
is to find the caching strategy that minimizes the average update rate.

We show in this paper that for Gaussian codebooks the optimal coding strategy
depends on whether or not the cache is sufficiently large so as to make the source
components conditionally independent when conditioned on the cache. If that is so,
Section 3.1 explains that there are infinitely many coding strategies that are equally
optimal. If not, we argue in Section 3.2 that the encoder must project the source vector
to a shorter vector. For a pair of Gaussians, we find this projection exactly; it turns
out to be solely defined by the source’s covariance and it does not change for different
values of R..

All that we discuss in this paper relies on the successive refinability of Gaussian
sources to connect the cache and update phase. For a general discussion we refer the
reader to [1, 2]. For the (Gaussian) vector case, one should read [3] and [4] as its
precursor. It describes the refinability of X; to X5 as being possible it and only if their
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Figure 1: The caching scheme with cache rate R.. After revealing Y = k as the
selection variable, & sends an update at rate R, s.t. the decoder can retrieve Xj.

covariances admit a semidefinite ordering X x, =~ X x,. A discussion on the general rate-
distortion function for Gaussian vectors was discussed in [5]. An attentive reader might
also notice that our problem shows close resemblance to the Gray-Wyner system [6].
Namely, one could draw all the events of the user asking for one of the K components
as K different decoders; the cache would then be their shared link and the required
update their individual ones [7].

2 Definitions and Cache Rate-Distortion Function

Let X be an i.i.d. Gaussian vector source of dimension K, following the distribution
N (0, Xx) with some potentially correlated covariance ¥ x. That is, at each time instant,
the source independently produces a vector sampled from this fixed distribution. We
denote the source sample at time n by X(n), and we denote its kth component by
Xk(n), for k =1,2,..., K. Independently of X, a single random variable Y is drawn
from the set {1,2,... K} uniformly at random; we call it the selection variable.

We consider block coding of length N with two encoders. The first, referred to as
the cache encoder, observes only {X(n)}Y_, and produces a description using N R, bits,
where R, is called the cache rate. The second, referred to as the update encoder, gets
to observe {X(n)}Y_, as well as the value of the random variable Y = k and produces
a description using NR, (k) bits, where R, (k) is called the update rate for the case

Y = k. Hence, the average update rate of the encoder is given by R, = % Zszl R.(k).
Notation-wise, the sub- or superscript ¢ stands for cache, while u stands for update.
Upon observing the realization y and both compressed descriptions, the decoder

must output a sequence of estimates Xy (n) in such a way as to satisfy

%?ﬁ&w-&wfsm

The question addressed in this paper is to characterize, for a fixed caching rate R.., the

smallest average update rate R, for which the distortion constraint can be satisfied
(irrespective of the value of V).

For the cache phase, we allow the server to code any Z that is jointly Gaussian with
the source. For large R., one can easily argue that Gaussian codebooks are optimal; for
small R, it remains a difficult question that we unfortunately can not yet address in

this article. In the update phase, one can compute X¢ = E[X|Z] as the MSE-estimate
of the source and subsequently the error as:

D* = E[(X — X)(X - X)"] < =x. (1)

The semidefinite ordering D¢ < ¥x means that ¥x — D¢ is positive semidefinite. It
yields an engineering perspective: any real symmetric matrix D¢ that satisfies this
ordering is an achievable Gaussian codebook.



At this point, there is no operational interest for a first estimate X¢ or its error

D¢ However, D¢ has theoretical value. Namely, for any X jointly (not necessarily
Gaussian) distributed with X, the mutual information satisfies

[(X:X) > %log %"' — R(D). 2)

The last step in (2) is met with equality if indeed we use Gaussians codebooks, i.e.,

X¢ = E[X|Z] with Z = X + W where W is independent from X and Gaussian as well
[5, Lemma 2]. Thus, we may not need D¢ but we can use it to characterize the rate
associated with the cache phase. Therefore, a cache strategy that yields a particular
error covariance D¢ must have had a rate satisfying

1 Xk
. > —log ———.

Since our goal is to minimize R, for a fized R. we can reverse (3) and state the following:

Definition 1. A (valid) caching strategy is any real symmetric matriz D¢ that satisifies
the following two conditions:

1. |D¢| = |Ex|e 2, the rate-constraint (3).
2. 0 X D¢ <X Y, the semidefinite ordering constraint (1).

In the update phase, Y = k is revealed and consequently only an interest for Xj
remains. Both the encoder and decoder have access to the side information presented

by the cache. The MSE-estimator E[X|Z] forms the first step to an estimate X} and
since p(Xg|Z) is also a normal distribution, the update rate is lower bounded by the
Gaussian rate distortion function. Namely, Gaussians are successively refinable [1, 3],
which allows to combine the messages from the first and second phase. The variance
of p(Xk|Z) is simply the k’th diagonal entry of D¢ and thus we have:

1 D¢
o1y Pie
R.(k) > 5 log D,

which yields an average update rate for this construction:

_ 1 1 Ds
Rupe(Dy) = — E 3 log™* D—kk (4)
k=1 w

The subscript D¢ emphasizes that R, depends on a particular cache strategy D°.

Definition 2. The cache rate-distortion function s the average update rate needed to
attain distortion D, on any component, minimized over all caching strategies:

- {OjDCjEX
S.T.

Eu(Du) = mln RU,DC(DU) ‘Dc‘ — ’EX‘e—QRC (5)

D¢

Our search for the best caching strategy thus translates to: What choice of D¢
minimizes (4) given the search space of matrices set by Definition 17 What distortion
profile for the cache phase minimizes that rate needed for the update phase?

Unfortunately, the cache rate-distortion function (5) is a minimization over a con-
cave function. In many Gaussian source coding problems, the optimization variable D
is found in the denominator, which is convex. It is now found in the numerator, which
makes it concave and thus hard to solve. In the next section, we will argue on the
different optimal caching strategies for small and large R..



3 Optimal Caching Strategies

A different way of writing (5) is to pull the sum of (4) inside the log:

0D =<%x

R,(D, —1 + Hk 1. 6
(D,) = min og s {]DC] _ |5x|e- 2R (6)

De 2K D{f

which leads to the insight that the numerator is lower bounded by the Hadamard
inequality [], Dj., > |D¢|, hence

+ D]

R(Dy) = o Y

1
—2K 8

and in turn |D€| is bounded (or fixed even) by R., see again Definition 1. An interesting
read on the relationship between the Hadamard inequality and Gaussians was presented
in for example [8, Chapter 17]. The difference between a product of the diagonal
entries of a covariance and its determinant stems from h(X) < >°, h(X}). The mutual
exclusiveness of the update phase, where the encoder only refines the one component
the decoder asked for, combined with an objective to minimize the average update rate
is the reason for why this product [[, Dj, popped up instead of |D°|.

Interestingly, there are two distinct coding strategies depending on whether the
lower bound (7) can be met or not. The Hadamard Inequality is met with equality if
and only if the matrix D¢ is diagonal. Algebraically, this is not trivial as one cannot
have a diagonal D¢ and satisfy D¢ < Yx at the same time if |D¢| is too large. In
terms of information theory, a diagonal cache distortion implies that the components
of X become independent when conditioned on the cache. This is impossible if R.
is too small. These algebraic and information theoretic arguments are the same. In
the next subsection, we elaborate on a threshold R* on R. and show that there are
infinitely many equally optimal cache strategies if the rate is larger than R*. In the
subsection thereafter, we show that for smaller rates, the optimal strategy requires a
dimensionality reduction. The cache should be a particular projection of the source
components to some space. For a pair of Gaussians, we derive this projection exactly.

3.1 Large cache rates

The Hadamard inequality that was the lower bound in (7) hits equality if and only if
a matrix is diagonal. Hence there must exist a decomposition YXx = D¢+ Y4 where
Y and D¢ are both positive semidefinite® and D is diagonal. For this we derive:

Theorem 1. For any cache rate R. > R*, there exists a caching strateqy D¢ that
achieves the lower bound on the average update rate (7), where R* is the solution to

1. |¥x] 0 X D° =3k,
min —log . o (8)

D¢ |De| D¢ is diagonal.
Proof. Recall that R. = %log “Iz)’j“ implies the reverse relation on the determinant,
|D¢| = |Sx|e 2. Suppose that D* is the distortion matrix that minimizes (8) and let

R* be the cache rate associated to this point. Evidently, there cannot be a D’ that is

*Demanding that ¥x decomposes into a sum of two positive semidefinite matrices is equivalent to
demanding D¢ < ¥x like we did before.



diagonal and has a determinant larger than that of D* (or equivalenty, an R, smaller
than R*), otherwise D’ would have been the minimizer of (8). On the other end, for
all R. > R* there does exist a diagonal candidate caching strategy D’. Namely, for
diagonal matrices D’ < D* holds if and only if D;; < Dj; Vi. So one can construct

another distortion matrix D’ by decreasing the values on some arbitrary subset of
the diagonal entries of D*. In doing so, any determinant |D’| < |D*| (and thus any
R. > R*) can be achieved by a matrix that satisfies the chain D’ < D* < ¥x and is
thus both diagonal and achievable. O

In the proof we constructed matrices D’ with any particular determinant in the
region R. > R* by decreasing some diagonal entries of D*, the solution to (8). It
does not matter which entries we use for this or by what amount we decrease them,
as long as the resulting determinant has the value we are after. Hence, in this high-R,
regime, there exists infinitely many diagonal D’ with the same determinant that thus
all achieve the same lower bound on R, (7); they are equally optimal.

The minimization of (8) is simply a MaxDet problem, which can be solved efficiently
numerically. The constraint that D¢ must be diagonal is also a simple linear constraint,
namely one can replace it by D¢ — diag(D¢) < 0 and we already had D¢ > 0. This
brings about an interesting contrast with the original problem: Finding the general
optimal distortion profile for our problem was a hard-to-solve concave minimization.
The high-rate regime, however, now appears to be characterizable by a convex problem
which is easily solvable. To our knowledge, we do not know of any analytical expression
for D¢ that minimizes (8), except for some special cases, one of which we will explain
Now.

3.1.1 Example: a Pair of Gaussians

Theorem 2. For a pair of Gaussians the minimizer of (8) is R* = %log Ll - yhich

1=|p|”’
15 achieved by a distortion matriz

. R0l 0
D‘{ 0 a§<1—|p|>]' (©)

Proof. Let us find a decomposition of ¥x = D¢ + Y4 of a diagonal D¢ by setting
D¢ = diag(a?, 3%) and work out:

of  pooz|  [a? 0 N o —a®  poioy
poioy o3 0 B poroy  of — 3]
Such a decomposition yields positive semidefinite matrices (which is equivalent to 0 <

D¢ < ¥x) and is a valid caching strategy if and only if the following conditions are
met:

1. 0<a?<ofand 0 < 5% < o5 (D¢is PSD).

9. . L0% <1 (N4 is PSD)
CEDIC RO R '

3. a?B% = |D°| = fixed (cache rate constraint).

Let us start by evaluating the 2nd condition:

0 < (07 = a®)(03 = B*) = ploio;

DC
= o}~ 2 lot 4 |5 4 D, (10)



where we replaced a?$3? = |D¢| and 3? = ‘BC‘ by condition 3. Moreover, note that for
2 x 2 matrices we have \ZX] = o}03(1 — p?). The right hand side is convex. If it
has two roots a® and o, all a® € [a?, 2] are valid solutions, given that condition 1
is satisfied. Hence, if there are two roots then there exist infinitely many D¢ that are
equally optimal.

Equation (10) has only one root -and thus yields only one optimal D if the min-
imum of the right hand side is exactly at zero. By setting its derivative to zero, one

finds that o2, = ,/|DC| o . Substituting a?2,;, into (10) and demanding equality:
0= |Zx| + |DC| — 2\/ |DC|O'%O'%
= [D]? = 2[D°lofo; (1 + p*) + (0705 (1 — p*))*.
This follows from pulling —2/|D¢|c?03 to the left hand side, squaring both sides and

then pulling it back, while at the same time filling in |Yx| = oi03(1 — p?). This is a
new quadratic equation, which now revolves around |D¢| instead of a?. Its roots are

D} = ofo5(1+p°) £ \/‘71‘72 1+ p?)? — ojo3(1 — p?)?
_ ato3(1 — |pl)? valid,
| o262(1 4+ |p|)? invalid (since |D¢| > |Xx| cannot be).
This bifurcation point |D¢|* corresponds to a cache rate

1o x| 1, ofof(1—p) 1. 1+
R'=-log— =-log———>-=—=log ,
27 |Der 2 Tofoi(l—|p))> 2 71—l

and marks the transition from having no to one and then to infinitely many D¢ that
have no correlation. We denote the actual distortion profile that achieves this rate D*

(9) and find it by filling |D¢|* = 0?02(1 — |p|)? into a2, = 1/ |DC| 7 and B2 = ‘DC‘ O

The value R* = % log 1+}p } also came forward in [7] as Wyner’s Common Information

for a pair of Gaussmns

3.2 Small Cache Rates for a Pair of Gaussians

For R. smaller than the R* of Theorem 1, no D¢ can close the Hadamard inequality,
but perhaps we can find another achievable lower bound. Here, we find this optimal
strategy for a pair of Gaussians, which shows a strong connection to Theorem 2. For
general dimensions, the problem remains open. One thing that is clear is the following;:

Lemma 1. If R. < R*, the D¢ that minimizes (6) yields D¢ < ¥x, but not D¢ < ¥x.

We will not fully prove this here, but imagine that D is some candidate strategy
that yields D < Y¥x. Since the ordering is not strict, we have room to rotate the matrix.
Determinants are rotation-invariant, hence the R, required for this rotated distortion
profile is the same (3). The key insight is that rotation can always further minimize the
product of the main diagonal, e.g., by bringing the matrix closer to eigendecomposition.

The difference between D¢ < Yx and D¢ < Yx is that the latter implies Jv
such that v7(Xx — D)v = 0; there exists a direction of which one learns nothing by



observing the cache. In other words, the cache encoder must have projected X onto
some subspace prior to coding. For a pair of Gaussians, a lower-dimensional coding
strategy simply means one codes a representation of v7X for any (normalized) vector
v in the cache, rather than X itself. The code in the cache can be represented as
vI'X 4+ W where W is a Gaussian noise and independent of X. Then the error is found
as D¢ = [||X — E[X|vTX + W]||?], which can be worked out completely using channel
models for lossy representations, e.g., [8, Chapter 10]. In short, any caching strategy
featuring a projection to a vector v leads to a Schur complement:

D¢(R.) = Yx — (1 — e 2fe) Yxvv! Ux. (11)

vTY v

We specifically express this matrix as a function of R.. Even the optimal choice of
a vector v could in principle be different for different R., but for a pair of Gaussians
we will prove that this is actually not the case. Note that (11) always satisfies both
conditions of Definition 1 by construction. The border case D* is also still a one-
dimensional coding operation. We derived D* algebraically, we can plug it into (11)
and solve for the vector v that could have led us to it. The particular vector associated
to D* turns out to be of more importance than simply the border case:

1+]p|
1—|p]’

uniquely minimizes (6) requires one to code U*TX with

Theorem 3. If for a pair of Gaussians R, < % 5 log then the caching strategy that

o ﬁzx) [SignE’;) 'OJ , (12)

Proof. By Lemma 1 we know it suffices to constrain the search space of D¢ to those
we can describe by means of (11). Hence, we can plug (11) into (6) and minimize over

all v such that v7v = 1. To find the optimal v it suffices to look at argmin [],_, , D,

) , 1—e 2R (2 Ts. ) , 1—e 2R (Z Ty )
arg min |07 — ——— ) N os — ———— VU
g;vT1;=1 ! v X X)11 2 vIY v X X/2,2

For a 2 x 2 matrix, one can work out the expression above by hand; it is not hard,
but for length constraints we choose to omit this from this paper. Its derivative with
respect to v has a clear root at (12), regardless of R.. The sign(p) then ensures one
picks the minimum rather than a maximum. U

As a closing comment, let us briefly explain where v* comes from and what it entails.
The vector can be found at the border case of R, = R* by setting (11) equal to (9)
and solve for v. As for the intuition, every positive semldeﬁmte matrix can be uniquely
represented by the ellipsoid €4 = {v vT A=ty = 1}. Its semiprincipal axes match the

eigenvectors of A and have lengths equal to v/A;. In Figure 2 we plot both £s, and
Ep+. Recall that D* is the covariance matrix with the largest possible determinant
that still satisfies D¢ < ¥x without having any correlation. Since it is the border case,
Esy and Ep+ touch (that is the impact of having D¢ < ¥x rather than D¢ < ¥x).
Even more so, the vector where these ellipses touch is the orthogonal complement to
our coding vector v*; the cache provides information on all directions spanned by the
source, except the one orthogonal to the one we coded.

A second consequence is that, since one should use the same vector to code v*7X
for all . < R*, all resulting £p(g,) touch 5, at this same orthogonal complement.
In other words, £pe(r,) is sandwiched between £p- and s, . The result is that for a
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Figure 2: Ellipse of ¥x and D*, together with the coding transform vector v* (dashed)
and its orthogonal complement !/\/&r(5x)[01, —sign(p)os]? (dotted) that intersects the
points where both ellipses touch. The thinner ellipses in between are the optimal
D¢(R,) for increasing R., coded with the same v*, showing the ordering of (13).

sequence of cache rates 0 < R; < Ry < --- < Ry < R*, the caching strategies that

minimize (6) admit a semidefinite ordering:
Yx = DYR;) = DY(Ry) = --- = D°(Ry) = D*. (13)

Hence, as a conclusion that stands apart from the goal of this paper, the Gaussian
coding strategies that minimize the gap on the Hadamard Inequality for increasing
rates form a Markov chain and are because of this successively refinable.
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Abstract

Tissue microarray (TMA) is a widely used histological technology to analyze
protein expression in various tissue samples at once. Combined with slide scan-
ning and image analysis, this approach enables accurate quantitative analyses of
protein biomarkers. To take into account the clinical data related to the tissue
samples, it is necessary to store and to link meta-information with each sample
included in the TMA. In this paper, we propose a method to make this spe-
cific linking between such information and TMA slide images. This method is
then combined with a registration process to merge information from images of
consecutive TMA slides.

1 Introduction

Tissue microarray (TMA) is a widely used histological technology to analyze various
tissue samples at once [1]. It consists of a paraffin block in which hundreds of small
cylindrical tissue samples (cores), extracted with a needle from larger tissue blocks, are
arranged into arrays. Submitting TMA slices to immunohistochemistry (IHC) makes
possible to evidence protein expression patterns in large collections of tissue samples in
a standardized way. Combined with slide scanning and image analysis, this approach
enables fast and accurate quantitative analyses of protein biomarkers, which are useful
indicators for diagnosis, prognosis and therapeutic decisions [2]. As detailed below,
TMAs are grids of tissue cores. Each core consists of a specific tissue sample, which
is described by means of metadata (such as the patient ID, the lesion diagnosis, etc.)
held in a ”Design” file (required to carry out the TMA block). Depending of the tissue
sample origins and characteristics, the data extracted from the cores can be processed
differently. That is why each core is considered as a region of interest (ROI) in the
image and its correct identification is critical for further analyses. Linking manually
the metadata to each core is time consuming and error prone. Most of the commer-
cially available solutions provide interactive grid fitting tools with limited tolerance to
deformation [3]. These solutions rapidly require numerous manual interactions when
TMA slides present defects, in particular when cores are shifted or lost. Thus we devel-
oped a tool which automatically identifies or interpolates the (present or absent) cores
and locates each of them in the TMA grid to correctly link it with its own metadata.
Characterizing complex cellular mechanisms, such as those involved in cancers, often
requires to evaluate the colocalization of several biomarkers. This information can be
collected by imaging and registering adjacent sections from the same TMA block and

*This research unit was funded by the Fonds Yvonne Boél (Brussels, Belgium), the European
Regional Development Fund and the Walloon Region.
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which evidence different proteins revealed by IHC. Algorithms for registration of whole-
slide images have recently been proposed [4-7]. However, a TMA image significantly
differs from a whole-slide image (grid of very similar circular samples with geometrical
distorsions and sample losses, see Figure 1). We thus developed a tool which takes
into account the particular layout of a TMA to ease and to accelerate the registration
process. A short version of this study has been submitted to EMBC2015.

2 Material

To test our tool we used 7 TMA slides consisting of lymph node and rectal tissue cores
organized in several subgrids. These 4-pm-thick slides were processed using IHC to ev-
idence in brown (using DAB) expression of different proteins (a-SMA, IGF1, IGFBP2,
IGF1R, Ki67, BAX and BCL2, see Table 2) whereas the tissue is counterstained in blue
(HEM). The slides were then scanned using a Hamamatsu Nanozoomer 2.0-HT. The
TMA coordinate system is also very specific. Each TMA grid is divided into subgrids
containing the cores. Each core is associated to a alphanumeric coordinate as shown in
Figure 1. The TMA organisation into subgrids is mentioned in the design file (required
for constructing the TMA block).

Shortname | Long name Location

a-SMA Alpha smooth muscle actin Myofibroblasts and smooth
muscle cells in vessel walls,
gut wall.

IGF1 Insulin-like growth factor 1 Extracellular

IGFBP2 Insulin-like growth factor-binding pro- | Extracellular

tein 2

IGF1R Insulin-like growth factor 1 receptor | Present on the membrane of
epithelial cells.

Ki67 / Nuclear staining in prolifer-
ating cells

BAX BCL2-associated X protein Widely distributed cytoplas-
mic staining. Present in B-
lymphocytes

BCL2 B-cell CLL/lymphoma 2 Present on the membrane of
B-lymphocytes.

Table 1: Detailed description of the proteins targeted by THC.

3 Method

The method used to extract the TMA core positions and to register core images is
organized into 6 steps:

1. Tissue detection and core labeling

2. Identification of the 2D orientation of the TMA grid and average inter-core dis-
tance computation

3. Subgrid clustering
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4. TMA core addressing
5. Missing core identification

6. Color deconvolution and fine registration of TMA image pairs

3.1 Tissue detection and core labeling

The low-resolution image (typically 2000x1200 pixels) is smoothed using a median filter
and segmented in BLOBs (Binary Large Objects) using an Otsus threshold [8]. Labels
are assigned to each BLOB, which is then filtered using its convex area. The bounding
box and the centroid (mean position) of each filtered blob are then extracted.

3.2 TMA orientation Identification and inter-core distance
computation

To detect the main directions of the whole grid (and so identifying its 2D orientation),
we first compute the pairwise distances between the blobs using the properties extracted
in the previous step (Figure 2A). We then pick the 4-nearest neighbours (Figure 2B-C).

Those neighbours are clustered into two categories according to their angles: the
neighbours aligned horizontally and the neighbours aligned vertically. The median
orientation is then extracted for each of the two groups. Those two values are considered
as the main directions of the TMA grid.

When working with TMAs, the orientation matters. In particular, undetected
section flipping leads to incorrect linking between the cores and the metadata. This is
the reason why the last subgrid is let partially or totally empty (see Figure 1). To detect
the (partially) empty subgrid the BLOB centroids are projected on the main directions
computed in the previous step. Local density of the core is then approximated (see
Figure 3). By comparing the mean density in the first half and the mean density in
the second half of each chart we can efficiently detect in which quadrant of the image
the (semi-)empty subgrid is.

3.3 Subgrid clustering

Subgrid clustering is done using the two charts obtained from the previous step (see
Figure 3) for the two main directions. The TMA design file provides the number of
subgrids in the image and their position relative to each other. If there are x subgrids

0102 03 04 01,02 03 04 01,02 03 04 01 02 03 04 o ) LA X : L1 )
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B B B B . 0 . ¥ S
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] ] ] ] WL @] ; @
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& O %
@H® & ®ga
0102 03 04 01 02 03 04 01 02 03 04 000 e e €} .
8 E 8 F 8 G ®00e suee o Bk
= by i b ®
¢ c c ® g
] ] ] oe Oa L NOR:
O Missing Cores

Figure 1: The coordinate system used in TMAs and a corresponding TMA image
(where missing cores are located). A letter is assigned to each subgrid starting from
the upper left corner. Each row is assigned to a letter and each column to a number.
The last subgrid is partially or totally empty and acts as mistake proofing.
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Figure 2: A. Pairwise distances between all the BLOB centroids are computed. B. The
4-nearest neighbours of one core. C. The nearest neighbours for all the cores.

Number of label(core)

200 400 600 800 1000 1200 1400

Coordinate of the pixel when projected on the main axis

Figure 3: The approximation of the local density for the grid in one direction.

per row, we search the x—1 lowest local minima in the chart. Those minima correspond
to the spaces between the subgrids. In Figure 3, the three local minima (corresponding
to 4 subgrids per row) are easy-to-identify.

3.4 TMA core addressing and missing core identification

Once the subgrids have been detected, each core needs to be addressed according to
the coordinate system. This step is straightforward when all the cores are present since
the position of each subgrid and the direct neighbours of each core are known.

However, TMA sections are fragile and some cores can move or even completely
disappear from the section. In such case, it is important to be able to track these (moved
or missing) cores because false linking between a core and its metadata can lead to
incorrect analyses (see Figure 1). In order to detect such problems, our method looks
at the 4 nearest neighbours of each core. If the nearest neighbour in one direction is
too far or not enough (vertically or horizontally) aligned with the core (to be identified
without any ambiguity), this neighbour is considered as being missing. Each missing
core so identified is placed in a reasonable interpolated position with respect to its
detected neighbors, subgrid orientation and inter-core average distance.

3.5 Color deconvolution and fine registration

As detailed in section 2, 7 different IHC markers are used to reveal in brown protein
expression in different cells or structures in the TMA sections, which are counterstained
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in blue. Since image registration efficiency depends on the similarity of the input im-
ages, removing the brown staining from the images should improve the results. Stain
separation is obtained using color deconvolution. Color deconvolution consist in pro-
jection of the original RGB colorspace, into a new space where two axes represent
respectively the brown (DAB) and the blue (HEM) chromaticities, as described in [9],
complemented with a third normal axis. Because the intensities in each of the RGB
channels do not depend linearly on the concentration of the stain, the pixel value is
converted into optical density (OD), which also normalizes the pixel value with regard
to the glass slide background, using this formula:

OD = —log(i) (1)
Iy

with [ the intensity of the pixel located in the tissue area and I, the background
intensity. Each pure stain needs to be defined by its own specific unit vector in the
OD-converted RGB space. For this purpose, we designed and imaged two tissue slides,
one stained with DAB and the other with HEM only, from which we extracted two
stain-specific 3D scatter plots in the OD space. For each stain, the specific unit vector
constituting the deconvolution matrix should be on an axis going through the origin
of the coordinate system and fitting at best the main direction of the corresponding
scatter plot in the OD space. One usual way is to point at the centroid. We also
extracted the axis passing by the origin and which ensures the best representation of

the data according to the least-square criterion. A projection can be written as:
T, =aw=vzw (2)

where x is a point in the OD space and v is the unit vector of the straight line on
which we project the point. The least-square criterion to minimise can be written:

n
J=>llaw — ;|
i=1
n n n
=> alpl? =2> av'zi + ) ||zl
=1 =1 =1
n n n
=D @i =2} al+ ) llilf
=1 =1 =1
n n
== P+ =l
=1 =1
n n
= — ZvTximiT'v + Z |||
=1 =1
n
= —v"Mv+ ) ||zi||]”

=1

where My; = ). xy;x;. Hence, the solution is the unit vector v which maximizes
v"Mwv. This is a constrained optimization problem:

maz, (v’ Mv) subject to (v'v = 1) (4)
The Lagrange function is:

L=v"Mv+ \1—v"v) (5)
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and the condition needed for optimality is:
WL =0 (6)

Hence we get:

Mv = v (7)

With ¥"Mv = v" v = X to maximize. So the solution is the eigenvector v of M
with the highest eigenvalue, A\. In practice, we observed that this method results in
vectors close to the ones obtained using the centroid. Figure 4 shows the deconvolution
results obtained with pure staining.

L AR

@®
o

Figure 4: A. Sample of the pure DAB stained section. B. Sample of the pure HEM
stained section. C. The pixel distribution in the deconvoluted color space.

Pairs of corresponding core images (i.e. labeled with the same grid location) from
adjacent TMA slices are extracted and their orientation is matched using the TMA
grid orientation (extracted in Section 3.2) to initialize the registration step. Those
core images are then registered using the open-source Elastix framework [10] applied
on the HEM (deconvoluted) channel of these images. The Elastix parameters are
those determined in previous developments leading to successful registration of high-
resolution fields of view from whole tissue sections [7]. To validate the registration
method control points (CP) were manually placed and matched on different cores in
the acquired TMA slide images. We evaluated registration accuracy per core using the
root mean square error (RMSE) computed on the CPs.

4 Results and discussion

The automatic TMA grid fitting was successfully applied on the 7 slides without requir-
ing any manual adjustment. The registration results obtained for pairs of consecutive
slides show RMSE values corresponding to the diameter of a cell nucleus, i.e. about
5 nm. These results are illustrated in Figure 5. Intermediary results also confirm the
efficiency of the Elastix-based registration step. Indeed, after matching the TMA grid
orientations and before fine registration, the RMSE values are of 35 pm, i.e. slightly
higher than the cell diameter (about 20 pm). The above data show that our image
registration approach applied to consecutive TMA slides exhibiting different IHC mark-
ers has performances that enable accurate colocalization of protein expression. This
approach is much more flexible than the one which consists in carrying out multiple
staining THC on one slide, using different chromogens to reveal the expression of dif-
ferent proteins. Indeed, this latter approach requires that the antibodies used in THC
come from different species (to avoid cross-reaction) and that the targeted proteins
are expressed in different cells or cell compartments to avoid color overlay, which is
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difficult to distinguish in brightfield microscopy. In addition, multiple staining is tech-
nically more difficult to set up and may cause staining artifacts as those we observed
experimentally.

In our future works, we will use TMA core registration to match histologically
relevant structures from an image to another, by using either a specific marker of the
targeted structures or an annotation (made manually by an expert or resulting from
a pattern recognition algorithm). Registered with a consecutive slide exhibiting the
expression of another protein, e.g. specific of a cellular function (such as proliferation),
this approach enables a compartmentalized analysis of the expression of the functional
protein (e.g. inside and/or outside of the histological structures of interest).

HEM channel
Orientation matching Fine registration

TMA orientations Grid fitting Core extraction
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Figure 5: From left to right: original slide images where orange lines represent the
orientation detected by the algorithm; results of the grid fitting on the images of two
consecutive TMA slides (showing a-SMA and IGF1 expression in brown and negative
tissue in blue) where absent vs. present cores are shown in orange vs. green; extraction
of a pair of corresponding core images ; the HEM channel of the deconvoluted IGF1 core
image after grid orientation matching; registration result of the blue (HEM) channel of
the IGF1 image showing structure matching with the deconvoluted a-SMA core image.
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Figure 1: Results from an unadjusted geometrically model: (a) reference colorization
given by the device software (with visible artifacts), (b) our colorization, and (c) a
combined color quality maps of (b) (in red the poorest quality, in green the best).

Abstract

The acquisition of a complete architectural or archeological model with a cor-
rect textures is still a problem. The fieldwork is often spread out over sufficiently
large periods of time, to result in brightness or lighting changes in captured pic-
tures (due to the inability to completely control the environment). Our promoted
approach is defined to take into account all candidate color source to obtain ho-
mogeneous colorization. The process pipeline is designed to easily integrate new
data (new photographic and geometric acquisitions) and to minimize memory
footprint. Image stitching and weighting method are adapted to perform fine
per vertex depth maps colorizations and to obtain a global quality evaluation.
Each contribution is weighted using a quality measure of the information. A se-
rie of quality maps are defined based on the distance between the geometry and
the source, the relative orientation of the photographs to the surface, the visi-
bility of the model from the point of view, the internal silhouette or the surface
boundaries, and the image vignettings. We define and evaluate a set of transfer
functions, relying on the best visual results to combine these maps.
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1 Introduction

Preservation of cultural heritage benefits of the nowadays increase in interest for three-
dimensional models as an information and communication medium. The digitization
of existing objects and sites is a really fast and efficient way to obtain a very large
amount of data of different kinds (shape, geometric size, appearance, surface reflec-
tivity...). But obtaining a visually correct rendering of the appearance for a digital
models remains an open issue in this field.

In order to get a complete model of a wide site and to minimize the so called geomet-
ric shadows, it is necessary to perform several geometric and colorimetric acquisitions
during the field work from a variety of viewpoints. In natural uncontrolled climatic and
light conditions, such as archaeological and architectural outdoor sites, the spacing in
space of the colors measurements leads to consider multiple data sources whose quality
depends on the surface distance and relative orientation, while the spacing in time
induces risks of changes in the natural lighting conditions (i.e. effects due the suns
positions or the weather changes). The variations of the brightness, the lightning and
the acquisition parameters can induce significant differences in the visual appearance
of a given scene. Without additional processing, such a multiview rendering models
lea)ds to a poor appearance, including artifacts such as color discontinuities (see Fig.
la).

We promote in our work a method that produces visual representations of archi-
tectural sites with less visual artifacts (errors due to noise in the geometry or aberrant
colorization. ..) and with a consistent and homogenous colorization. A real-time ap-
proach, compatible with fieldwork, enables to preview the results during the scanning
procedure itself and thus allows to refine the acquisition parameters and to select new
interesting viewpoints to improve the geometry and / or the colorization.

For models composed of large scans series, the outcomes exhibit a uniform coloring
and no significant visual artifacts. The result also delivers a global measure of the color
quality, also taking into account the number of contributing sources. The method allows
to identify weaknesses in the model and the possible new interesting viewpoints, from
which the acquisition should be completed.

2 Approach

In previous work [8], we have presented the more relevant approaches and identified
several existing methods. Algorithms that require specific data or hardware were dis-
carded. We also limit the methods to those suitable for point cloud on full-scale scene
model and a reasonable computation time for real time application. We consider the
class of weighing methods [1, 2, 3, 7] as the best existing candidate. We adapt this
method in order to take into account several important features impacting the coloriza-
tion quality of the produced model.
A object digitizing consists two types of data:

e a point cloud that is built by the successive addition of new scans, acquired from
different viewpoints and registered into a single coordinate system;

e a series of pictures acquired by a 6M pixel camera.

Data are acquired in parallel to the colorization process by iterative and alternating
phases of geometry and pictures capturing. In this work, three-dimensional registration
of the scans (i.e. sensor’s position and orientation matrix) and pictures registration
relative to the point cloud (extrinsic and intrinsic parameters for each image) are
assumed known. A large litterature covered these both themes [4, 6].

Our main goal is to quickly obtain a rendering, with a coherent colorization, of ar-
chitectural or archaeological site models, which can be geometrically very complex and
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have significant volumes, like the “Hotel de Ville de Bruxelles”, used for illustrations in
this paper. We need to acquire data (three-dimensional scannings and photographies)
from a large number of viewpoints for such acquisitions (for our model, 43 scans com-
posed of 716M points, coupled with 211 pictures). Textures artifact-free are difficult
to obtain during the fieldwork, it is thus important to work with pictures taken in
arbitrary conditions (i.e. variable lighting and positioning conditions).

Our approach must meet three conditions:

e a homogeneous colorization calculated from pictures taken under varying condi-
tions;

e a real-time computation relating to the acquisition time on the field;

e a manipulation of a large and growing amount of data (three-dimensional models
and HD pictures).

We define a color source like the color value of a pixel in an image. For a 3D point,
we could readily determine the related potential color sources in each image, based
on the knowledge of the extrinsic and intrinsic parameters of the camera and on the
perspective projection principles.

Our colorization approach consists of computing for each 3D points three informa-
tion by considering all available colors sources :

e the evaluation of the global color quality of the sources relative to the geometry;
e the number of truly contributory pictures to the final color;

e the color, calculated as an average of the available sources weighted according to
its respective quality.

Our notion of real-time is related to the fieldwork process. The computation time
to colorize the complete model considering all the picture is lower than the time re-
quired to perform all measurements. To achieve this, we update the model information
incrementaly with the new acquired data (3D geometry and pictures). Indeed, the
knowledge of the previous information is used to calculate the new ones without repro-
cessed without any recalculation.

The manipulation of a large and growing amount of data is also a major difficulty.
Our proposition is thus to keep the scans division of the entire model without merg-
ing all the three-dimensional data, and to adapt the colorization pipeline to consider
independently each scan during the process.

A scan is basically a depth map and can therefore be seen as an “image”. The
depth map has the property to define a simple neighborhood notion without requir-
ing heavy computation (i.e. the 2D neighboring element in the map can be seen as a
neighboring point in the 3D space). This facilitates and speeds up calculations such
as normals estimation, surface boundaries extraction,. .. by considering large neighbor-
hood (defined by a radius around the point) in the image-space. These calculations can
be refined using a variable radius (depending on the point depth) to take into account
the geometry.

The proposed method consists of per vertex depth maps colorizations taking into
account all available colors sources. Each contribution is weighted using a quality
measure of the information. With this consideration, we compute score for each color
sources (i.e. pictures).
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3 Scores

A serie of scores is defined to weight each contribution. Inspired by Callieri et al.
[3], we suggest to use a geometric mean of the normalized measures to combine these
metrics. Each normalization is based on a transfer functions described bellow with the
definition of his respective metrics.

The combination approach allows to obtain eventually better realistic visual results
by extending the method to consider specialized weighting factors depending to the
images content (focus [3], contrast, or saturation [7]) or the amplitude images [5].

We limits our scores evaluation to the more relevant ones (see Fig. 3) :

e Visibility. A portion of the depth map is invalid due to the limitations of the scan-
ner, such as a limited range of use and difficulties with shiny, reflective or trans-
parent surfaces. Pictures and geometry are acquired from different viewpoints.
We compute the visibility mask by simulating and merging several z-buffers with
decreasing resolutions.

e Distance.The distance between a color source and the geometry is an important
score to reflect :

— the amount of light that reaches the geometry
— the pixel/surface ratio

— the illumination due to nearby light such as flash

We promoted the use of a normal function, centered in a parameter, defined both
to mitigate the effects of overexposure due to flash light for close geometry and
of remote sources. In general, the remote sources contribute less to the final color
than other elements.

e Silhouette. Silhouette correspond to part in geometry located near a sharp vari-
ation in distance (i.e. border). Color is usually ill defined on these part since
parallax problem can cause important error even for small aligment discrepan-
cies. Silhouette score reflects the characteristics of complexity and uncertainty,
both in terms of position and for the consistency of the colorization where the
visibility of a surface can change.

The internal silhouettes are defined as the set of points of the surface whose nor-
mal is perpendicular to the view vector. We used a cosine function to weight this
value; sources value approaches or exceeds 90 degrees have a bad weight and do
not contribute to the colorization. We use a hyperbolic tangent to obtain a rapid
decreasing in range values near 90 degrees, and to avoid abrupt discontinuities.

e Orientation. The orientation is evaluated by computing the angle between the
surface normal and the optical axis. This reflects that a picture oriented parallely
to a surface should have a better score. Similarly to the Lambert’s cosine law,
the normalization of the orientation is based on a cosine function.

e Vignetting. An important roll-off in the photograph quality is measurable to-
wards the borders and the corners, depending on the internal structure of the
lens. We approximates this with a normalized distance map of the picture.

4 Global Color Quality Evaluation

In each 3D points, as illustrated in Fig. 4, we evaluate a global color quality as the
square root of the product of :
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Figure 2: Normalized data corresponding to one picture: (a) color, (b) visibility, (c)
distance, (d) silhouette, (e) orientation, (f) vignetting mask, and (g) obtained combi-
nation. The masks are standardized to use the color wheel defined in the HSV color
space.

e the overall quality score, computed by combining the scores of all color sources;

e the number of contributive sources, defined as the number of non null scores.

Figure 3: Global color quality evaluation steps: (a) the overall quality, (b) the number
of contributive sources, and (c¢) the quality evaluation. No geometry pre-processing
was applied on the architectural model

This representation illustrate the weakness in the colorization (in red). New in-
teresting viewpoints and camera orientation can be identified. In order to identify a
possible new acquisition place, we can simulate the expected quality before the ac-
quisition itself. Indeed, we can produce the quality map for the simulated viewpoint
based on the already acquired geometry and estimate the number and the quality of
contributing color sources.
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5 Conclusion

The rendering computation times, necessary to our solution to obtain good visual
quality, is compatible with fieldwork. The integration of a new image in the process is
near to one seconds, which allows us to test potential new captures.

For models composed of large scans series, the produced results exhibit a uniform
coloring and no significant visual artifacts. The system also delivers a global measure
of the color quality, also taking into account the number of contributing sources. The
method allows to identify weaknesses in the model and can simulate the contribu-
tion of a new acquisition, and therefore enables to select better viewpoint during the
acquisition campaign.
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Abstract

Score level fusion is an appealing method for combining multi-algorithms, multi-
representations, and multi-modality biometrics due to its simplicity. Often,
scores are assumed to be independent, but even for dependent scores, accord-
ing to the Neyman-Pearson lemma, the likelihood ratio is the optimal score level
fusion if the underlying distributions are known. However, in reality, the dis-
tributions have to be estimated. The common approaches are using parametric
and nonparametric models. The disadvantage of the parametric method is that
sometimes it is very difficult to choose the appropriate underlying distribution,
while the nonparametric method is computationally expensive when the dimen-
sionality increases. Therefore, it is natural to relax the distributional assumption
and make the computation cheaper using a semiparametric approach.

In this paper, we will discuss the semiparametric score level fusion using
Gaussian copula. The theory how this method improves the recognition perfor-
mance of the individual systems is presented and the performance using synthetic
data will be shown. We also apply our fusion method to some public biomet-
ric databases (NIST and XMVTS) and compare the thus obtained recognition
performance with that of several common score level fusion rules such as sum,
weighted sum, logistic regression, and Gaussian Mixture Model.

1 Introduction

Multi-biometric system or biometric fusion is a combination of several biometric sys-
tems or algorithms in order to enhance the performance of the individual system or
algorithm. In general, it can be characterized into six categories [15]: multi-sensor,
multi-algorithm, multi-instance, multi-sample, multi-modal and hybrid. Several stud-
ies [7, 14, 15, 18] show that combining information from multiple traits or algorithms
can provide better performance. For example, Lu et al. [7] combining three different
feature extractions (Principle Component Analysis, Independent Component Analysis
and Linear Discriminant Analysis) which is related to the multi-algorithm biometric
fusion. In the fingerprint biometric field, Prabhakar and Jain [13] use the left and right
index fingers to verify an individual’s identity which is an example of the multi-instance
biometric fusion.

Biometric fusion can be done at the sensor, feature, match score, rank and decision
levels either for verification or identification. In this paper, we will focus on the match
score level for person verification. This means that scores from multiple biometric
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matchers for every pair of two subjects (user and enrollment) are transformed to a
new score (a scalar) as a combined score. Once the new score has been generated,
one has to decide whether the user and enrollment are from the same person or not.
To do this, a threshold has to be set such that a score greater than or equal to the
threshold is recognized as genuine score which means that the user and enrollment
are the same subject while a score less than the threshold will lead to the conclusion
that the user and enrollment are different people which will be called by impostor score.
This threshold is determined using a set which is called the training set and is evaluated
using a disjoint set which is called the testing set

There are three categories in biometric fusion: transformation-based [5], classifier-
based [8], and density-based. The last category would be optimal if the underlying
densities were known. However, in practice, such densities have to be estimated from
the training set so that the performance relies on how well these two densities are esti-
mated. The parametric models suffers from the limitation in choosing the appropriate
parametric model to the data. The most successful parametric approach is the Gaus-
sian Mixture Model (GMM) [10]. However, the number of the mixture components
which is the most important part in estimating GMM is very hard to be determined.
The author in his paper used GMM fitting algorithm proposed in [3] that automatically
estimates the number of the mixture components using an EM algorithm and the min-
imum message length criterion. However, the computational cost is time consuming
when the sample size is big or the the number of mixture components increases. On
the other hands, the nonparametric models have a problem in choosing bandwidth and
computational cost when working in the multidimensional space.

This paper focuses on the fusion strategy for dependent matchers. Using synthetic
data, we will show that our approach is robust in handling the dependent classifiers
even with an extremely high dependence structure. We will also apply our method on
the public databases NIST-BSSR1 and XM2VTS. The rest of this paper is organized as
follows. In Section 2, we will review the theory of Gaussian copula, why it is suitable to
be chosen and how to do Gaussian copula based fusion. Some experimental results on
the synthetic data are presented in Section 3 to show the robustness of our method in
handling the dependence issues and the results on the public database will be provided
to show the applicability of our method in the real world. Finally, this paper will be
closed by our conclusions.

2 Gaussian Copula Fusion

2.1 Likelihood ratio based fusion

Suppose we have d matchers and let X = (X7, -+, X) denote the d components of the
matching(similarity or distance) scores where X is the random variable corresponding
to the i-th match score where X takes its values in 2 C R?. The decision function is
amap ¥ : R? — {0,1} where 0 and 1 corresponds to negative and positive decisions
which are denoted by H, and H;i, respectively. A system can make two types of
error(false): accepting an impostor score or rejecting a genuine score. The probability
of accepting impostor score P(¢(X) = 1|Hy) is called by False Acceptance Rate (FAR)
while the probability of rejecting genuine score P(1(X) = 0|H;) is called by Fulse
Rejection Rate (FRR). From the definition of FRR, it can be understood that the
probability of accepting genuine score that will be called by True Positive Rate (TPR)
is TPR =1 — FFR. In application, the FAR has to be set very small since the cost
of accepting an impostor may be much more expensive than the cost of rejecting a
genuine user. For example, in security, allowing a forbidden person to access a secret
place is much more dangerous that rejecting a "nice” person to access it. Therefore,
for every given FAR, our fusion has to maximize the TPR.
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Neyman and Pearson established the most powerful test based on the likelihood
ratio [11]. Let fye, and f, be the density of genuine and impostor scores, respectively.

The likelihood ratio at a point x = (z1,--- ,z4) is defined by
Sgen(x)
LR(x) = : (2.1)
Jfimp(x)

According to the Neyman-Pearson theorem, in order to get the maximum TPR for
every fixed FAR, say «, we have to decide

P(X)=1 <= LR(x)>n (2.2)
where 7 is implicitly defined by
P(LR(X) >1n) = a. (2.3)

As a consequence, the optimal performance can be reached by defining the fused score
as the likelihood ratio of the vector consisting of all matching scores.

2.2 Gaussian copula

Computing (2.1) means that the estimation of f., and f;, is a must. Let H be any
distribution function on R¢ with density h. A classical result of Sklar [17] shows that H
can be uniquely factorized into its univariate marginal distributions and a distribution
function on the unit cube [0,1]? in R? with uniform marginal distributions which is
called by copula:

Theorem 2.1 (Sklar (1959)). Let d > 2 and suppose H is a distribution function on

R with one dimensional continuous marginal distribution functions Fy,--- , F;. Then
there is a unique copula C' so that
Hon,. . 00) = C(Ry(1), .., Fa(wa)) Yo, .. 2a) € RY (2.4)

This paper assumes that C' is determined by a multivariate normal distribution with
standard normal marginals and correlation matrix R. Note that this assumption is more
flexible than assuming H to be multivariate normally distributed. The main difference
is that each marginal of the multivariate normal has to be normally distributed while
each marginal of a Gaussian copula can be any continuous distribution function. In
section 3, we will see that our generated data follow a Gaussian copula distribution
with normal and weibull marginal.

The key concept of the Gaussian copula is the assumption of the existence of a
componentwise transformation 7 : R? — R? such that 7(X) ~ N(0, R). Here, each
component 7; of 7 is a monotone continuous function. One can show that

Ti(ai) = O (Hy(x;)) (2.5)

fori=1,...,d where ® and H; denote the standard normal distribution function and
the marginal distribution of the i—th component.
This means that (2.4) can be rewritten as

H(zy,...,0q) = Pr(® Hwy),..., 2 Hug)), (2.6)

where u; = F(x;), ® the one-dimensional standard normal distribution function, and
®p the d-dimensional standard normal distribution function with correlation matrix
R. Consequently, the density function of H is

1

hzy,...,zq) = W exp (—%uT(Pfl —Iu) H fi(zs), (2.7)

with u = (&~ Y(Fy(21)), - -, &~ (Fy(za)))".
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2.3 (Gaussian copula based fusion

Our fused score using the Gaussian copula approach is defined by (2.1) with the nu-
merator fi,, and the denominator fg, as in (2.7), i.e.,

. d
| Rimpl"? X exp (30gen” (Byen — 1)Ugen) X TTisy foen.i(2:)

— < v .
|Rgen|1/2 X exp (%uimpT<Rm1p — D) Wimp) X [Ti—y fimp.i(2i)

LR(xq,...,xq) (2.8)

Here, Rgyen, and R;y,, denote the correlation matrices of transformed genuine and im-
postor scores, respectively, Ugen and ujmp are given by

Ugen = (D7 (Fena (21)), @7 (Fyena(wa)))"

and ) , .
Uimp = (7 (Fimp1(71)), -+, 7 (Fimpala)))”

respectively. To obtain the LR value as given by (2.8), we need to estimate the correla-
tion matrices Ry, (Rimp), the marginal densities fyen i(fimp,i) and marginal distribution
functions Fey, ;(Fimp,i) using a training set. Given a training set, we can extract to the
genuine and impostor scores. Note that the scores often are dependent within the group
of genuine scores, within the group of impostor scores, and between these two groups.
However, we shall proceed as if all scores are independent. The resulting estimators
are still reliable because most scores will be independent.

Let Wy,...,W,,., and By, ..., By, be the two samples representing the genuine

and impostor scores, respectively.

2.3.1 Matchers dependence

As stated above, some genuine and impostor scores are dependent. However, we are
interested in the correlation matrices of the match scores, which we will assume to be
the same, Rgep, = Rimp = . We shall estimate R using the combined sample, i.e,

(X1,..., X)) =(Wi,..., Wy Bi,...., By )

I Ngen) ’ MNimp

with n = Nge, + Nimp. Our experiments show that such restriction will improve the
performance of the fused score. It is reasonable since we are estimating the matchers
dependence not only the genuine or impostor scores dependence. Klaasen and Wellner
[6] give an explicit formula to obtain an optimal estimator for the correlation matrix

R via normal rank correlation by taking R = </37(Z)> where

E e () o (R (X))
o = 0 — (2.9)
[0 (5]

1
n -

7j=1

where ® denotes the one-dimensional standard normal distribution function while ]F&”)

and F are the marginal empirical distributions of F, and Fj, respectively, is an
efficient estimator for p,; for every 1 <r < s <d.
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(a) Two face matchers scores from NIST-Multimodal (b) Two face matchers scores from NIST-Face

Figure 1: Score transformation and Boundary decisions at 0.01% FAR

2.3.2 Marginal density estimation

To estimate the marginal density functions, we use the kernel bandwidth optimization
as studied by Shimazaki and Shinomoto [16]. This method has two different kinds of
choosing the optimal bandwidth. The first bandwidth choice is similar with the regular
bandwidth selection but it performs much faster than the built-in ksdensity matlab.
The second one is a local bandwidth optimization. This approach works very well in
handling the data that have ”spikes”.

2.3.3 Marginal distribution function estimation

The empirical distribution function is an optimal estimator for the marginal distri-
bution function and very easy to be implemented and very fast to be computed (see

Figure la for example in biometric). The empirical distribution function, F', is the
distribution function that puts mass 1/n at each data point x; where n is the number
of the observation. In this paper, since we need to compute the quantile of the stan-
dard normal, then to avoid singularity, we prefer to put mass 1/(n+ 1). Explicitly, the
empirical distribution function of genuine and impostor scores are given by

R 1 Ngen R 1 Mimp
Fo(z) = ———S " (Diy<a and By (2) = ——— 3 (115 <a1. 2.10
gen () p— ;( Jwia] and Fipny () — ;( )iB.<e] (2.10)

3 Experimental Results

To study the robustness of our method in fusing biometrics scores related to the classi-
fiers dependence, genuine and impostor scores are generated that follow three different
distribution functions and have three different dependence levels. Here, we assume that
there are 1000 subjects with 2 biometric specimens for each subject, one is put as user
and the other for enrollment. We also assume that we have 2 different biometric sys-
tems. Therefore, the size of genuine and impostor scores are 2 x 1000 and 2 x 9999000,
respectively which we will use as training data. The testing data are obtained in the
same way. The parameters for generating the data are:

e multivariate normal scores with correlations 0.99, 0.5 and 0.1 with genuine means
[1,3]",[5,3]" and [5,3]", respectively. All impostor means are set to be [0,0]".

e Gaussian copula with correlation value 0.9, 0.5 and 0.1. The genuine and impostor
marginals of the first matcher are set to follow weibull distribution with the shape
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parameters 3 and 1, respectively, and the common scale parameter 4. For the
second matcher, the genuine and impostor marginals follow normal distribution
with parameter (5,1) and (1,0), respectively.

Once all data have been generated, for every pair of training and testing set, the
exact likelihood ratio is computed which is called by true fusion. The next step is
performing the sum rule with min-max and z-norm normalization and also the weighted
sum using Fisher criterion [2]. Subsequently, we pick the best results. For the logit
fusion, we use nonlinear logistic regression as given by W. Chen and Y. Chen[1]. The
performance of several methods compared with the true fusion is provided in Table
1. The bold value is the best non-true fusion which indicated the TPR (%) at 0.01%
FAR. We can see that our method is the most robust approach especially for the data
with high dependence.

Table 1: Influence of Dependence in Biometric Fusion

High Moderate Low
Methods Iy Ge Tqu MV |GG [Gu  |MV [GC | Cu
True Fusion 90.70 | 93.20 | 99.90 | 91.00 | 90.70 | 97.40 | 96.90 | 90.90 | 84.70
Best Linear 89.80 | 90.40 | 94.00 | 91.00 | 90.20 | 90.90 | 96.90 | 89.90 | 83.50
Logistic Regression | 00.10 | 88.20 | 87.60 | 90.60 | 90.50 | 87.40 | 96.90 | 90.80 | 82.80
Gaussian Copula 90.10 | 92.80 | 99.70 | 89.80 | 90.70 | 93.50 | 96.50 | 90.60 | 84.70

*MV: Multivariate Normal, GC: Gaussian Copula, Gu: Gumbel Copula.

We will also apply our method on the public databases: NIST-BSSR1 [9] and
XM2VTS [12]. The NIST-BSSR1 database has three different set:

e NIST-Multimodal: Two fingerprints and Two face matchers applied to 517 sub-
jects,

e NIST-Face: Two face matchers applied to 3000 subjects,
e NIST-Finger: Two fingerprints applied to 6000 subjects.

For every experiment, each set is split up randomly into two subsets, one is used for
training and the other is used for testing. Then the naive sum rule with min-max
normalization, naive sum with Z-normalization, weighted sum with Fisher criterion,
nonlinear logistic regression, and our method are performed and the TPR at 0.01% is
computed for every fusion strategy. This procedure is repeated 20 times and the average
of all TPR at 0.01% for each fusion strategy is provided in the Table 2. We do not
include the Gaussian Mixture Model (GMM) fusion strategy because the computation
is very time consuming when it is done on a normal computer. However, we also
provide the result of the GMM strategy as reported in [10] and we compare the 95%
Confidence Interval on increase in TPR at 0.01% as given by Table 3. We can see that
our approach outperforms all other fusion strategies (the bold value is the best one) even
with GMM fusion which is computationally expensive. Also for the XM2VTS database
that contains match scores from five face matchers and three speech matchers applied
to 295 subjects with the partition of the training and testing set have been defined in
[12], our method is the highest among all reported TPR at 0.01% FAR.
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Table 2: TPR (%) values for different methods at 0.01% FAR on the public databases

NIST NIST
Method Multi NIST Finger | XM2VTS
Face .

modal print
Naive Sum min-max 97.97 76.47 91.33 97.50
Naive Sum Z-norm 97.87 76.48 91.33 97.50
Weighted Sum 97.97 76.48 91.40 97.50
Logistic Regression 98.74 76.48 91.46 98.50
Gaussian Mixture Model[10] |  99.10 77.20 91.40 98.70
This paper 99.48 77.21 91.60 99.00

Table 3: Comparison with LR fusion using Gaussian Mixture Model on the NIST-
BSSR1 database

95% Confidence Interval

Mean TPR (%) on increase in TPR (%)

Database at 0.01% FAR at 0.01% FAR
BSM | GMM | GC GMM GC
NIST-Multimodal | 85.30 | 99.10 | 99.48 [13.50,14.00] [13.51,14.84]
NIST-Face 71.20 | 77.20 | 77.21 | [4.70, 7.30] | [4.69, 7.32]
NIST-Fingerprint | 83.50 | 91.40 | 91.60 | | 7.60, 8.20] | [ 7.63, 8.57]

*BSM: Best Single Matcher, GMM: Gaussian Mixture Model, GC: Gaussian Copula (used in this paper).

4 Conclusion

The Gaussian copula is a semiparametric model which is easy to be implemented,
cheap in computation, and able to handle the dependence structure that usually ap-
pears in multi-algorithm fusion. Using several synthetic data, we have shown that our
approach performs very well in dependent classifiers fusion even for extreme depen-
dence structures when the performance of other approaches drops dramatically. We
also see that our method works well when it is applied on the NIST-BSSR1 database
(see Figure 1b for the comparison of the boundary decision with another approaches
on this database) and even on the XM2VTS it reaches the highest TPR at 0.01% FAR
among all reported results. However, it has limitations in estimating the tail density
because estimation is based on the kernel density method. Our experiments show that
although our approach works well at 0.01% FAR, it is sometimes much worse than
individual classifiers at 0.001% FAR.
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Abstract

In this paper, we propose a facial recognition based on the LBP operator.
We divide the face into non-overlapped regions. After that, we classify a
training set using each region at a time under different configurations of the
LBP operator. Regarding to the best recognition rate, we consider a weight
and specific LBP configuration to the regions. To represent the face image,
we extract LBP histograms with the specific configuration (radius and
neighbors) and concatenate them into feature histogram. We propose a
multi-resolution approach, to gather local and global information and
improve the recognition rate. To evaluate our proposed approach, we
considered the FERET data set, which includes different facial expressions,
lighting, and aging of the subjects. In addition, weighted Chi-2 is considered
as a dissimilarity measure. The experimental results show a considerable
improvement against the original idea.

1 Introduction

Because of a wide range of applications in security, safety and access control, biometric
pattern recognition has been a great challenge for researchers and scientists [1, 2]. In recent
years, Local Binary Patterns (LBP) and its extensions, as a texture feature extractor, have
been one of the most popular and successful applications. LBP [3] is the most widely used
for the face detection, face recognition, facial expression analysis, and other related
applications. Numerous approaches have been proposed based on LBP. For example,
Ahonen et al. [4] proposed an LBP-based facial image analysis by dividing the face into
some non-overlapping regions and concatenation of the LBP features that are extracted
from each region. They assigned a weight to each region based on the importance of the
information it contains. Zhang et al. [5] proposed a non-statistics based face representation
approach, Local Gabor Binary Pattern Histogram Sequence (LGBPHS), with no training
procedure to construct the face model. Chan et al. [6] proposed a face representation
approach derived by the Linear Discriminant Analysis (LDA) of multi-scale local binary
pattern histograms. Shan et al. [7] introduced Fisher Discriminant Analysis (FDA) of the
LBP (LGBP) spatial histogram. Zhang et al. [8] encode Gabor phase through LBP and
local histograms in addition to magnitudes of Gabor coefficients. Tan ef al. [9] introduced
local ternary patterns (LTP) to generalize of the LBP descriptor. Nikisins [10] proposed a
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face recognition methodology, which is based on the combination of the texture operator,
namely Multi-scale Local Binary Pattern (MSLBP), face image filtering and feature
weighting algorithms. Ishraque er al. [11] proposed local directional pattern Variance
(LDPv), to represent facial components.

In this paper, we have two contributions. First, we propose a new approach to assign a
weight to the sub-regions of a face image. Second, a multi-resolution approach, to capture
the local and global information of the face, is proposed. In addition, we have a discussion
on the non-overlapped and overlapped regions. Finally, we compare our method with other
state-of-the-art methods. In the experiments, Chi-2 similarity measurement is implemented
for unsupervised classification. In addition, the FERET data set [12, 13] is considered to
generalize our experimental results. The rest of this paper is organized as follows: Section
2 is related to local binary pattern operator. Section 3 presents the proposed approaches.
Experimental results and discussions are given in section 4. Section 5 concludes the paper.

2 Local Binary Pattern Operator (LBP) [14]

Due to impressive computational efficiency and good texture discriminative property of
LBP operator[3], it has gained considerable attention since its publication. The LBP has
already been used in many other applications including visual tracking, texture-based
segmentation, image retrieval, face recognition, and texture classification. The LBP
operator works in a 3x3 neighborhood, using the center value as a threshold. An LBP code
is produced by multiplying the threshold values with weights given by the corresponding
pixels. After that, the binary LBP code is converted to decimal number by using equations
(1) and (2) to represent a unique spatial pattern:

LBPpg = 2725 5(gp — 8c)2P M

o=l 128

Where the gray value of the central pixel is g, and g, is the value of its neighbors, P is the
number of neighbors and R is the radius of the neighborhood. LBP ,Tng operator [3], defined
by Equ. (3), removes effect of rotation. ROR(x,j) performs a circular bit-wise right
rotation j times on the P-bit number x. A majority of LBP patterns in a texture is termed
"uniform" binary patterns that have limited number of transitions between zero and one. U
value of an LBP (LBP ¥% operator) as shown by Equ. (4). LBP }'%? operator is based on a
circular symmetric neighborhood. In theory, it is invariant to any monotonic grey-scale
transformation[15].
LBP %y = min{ROR(LBPpg,j) | j=01,..P —1} (3)
LBP 3% = U(LBPpg) = Is(gp-1 — 9c) — 5(go — o) + Ep=i|s(gp — 9c) — 5(gp-1 — )| )

Where the gray value of the central pixel is g, and g, is the value of its neighbors, R
refers to the distance to the center, P stands for the number of sampling pixel in the
neighborhood, and together they form the circularly symmetric neighborhood.
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3  Proposed Approach
3.1 Fusing weight

We divide the face into some non-overlapping regions and calculate the LBP
information of the regions as a feature vector. Regarding the recognition rate of each
region on a training set, we define a weight for each region. We calculate the recognition
rate of the regions in different LBP configurations (R and P). The best recognition rate
under the specific LBP configuration makes the weight of each region. Figure 1 depicts the
weights of regions under some configurations. The block size of the regions was
considered 21x18 similar to [4]. Figure 2 depicts the best recognition rate of the regions
along with the LBP configurations (fusing weight matrix).
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0.52 | 0.00 | 0.52 | 0.00 | 0.52 | 0.00 | 0.52 2.58 | 2.06 | 3.61 | 0.00 | 3.61 | 2.06 | 2.58 1.55 | 3.09 | 3.09 | 2.06 | 3.09 | 3.09 | 1.55
0.52 | 0.52 | 0.52 | 0.00 | 0.52 | 0.52 | 0.52 0.00 | 2.58 | 2.06 | 3.09 | 2.06 | 2.58 | 0.00 0.00 | 4.64 | 2.06 | 7.22 | 2.06 | 4.64 | 0.00
0.00 | 2.06 | 1.55 | 0.00 | 1.55 | 2.06 | 0.00 0.00 | 5.67 | 4.64 | 3.09 | 4.64 | 5.67 | 0.00 0.00 | 2.58 | 5.15 | 4.12 | 5.15 | 2.58 | 0.00
(a) WP4R1 (b) WPSR2 (c) WP16R3

Figure 1 Weight values of the regions in some LBP configurations (P and R) with block size 21x18. (a)
Weight under R=1 and P=4. (b) Weight under R=2 and P=8. (¢) Weight under R=3 and P=16.

[] ripa [] re3,p=a |
W r1es [ re3p=s
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— T B =3 r-16

(a) (b)
Figure 2 Fusing weight matrix: the best recognition rate of the regions in different LBP configurations. (a)
Fusion of region weights according to P and R configurations. (b) Weight values presented by the color bar.

3.2 Feature calculation method

For calculation of the feature vector in fusing weight approach, the face is first divided
to sub regions. Regarding to the best LBP configurations in the fusing weigh matrix, the
LBP information is calculated from all regions and concatenated together to make the
feature vector. To reduce the feature dimensionality, we can eliminate the regions with low
recognition rate. For example, the edge regions (in the bottom, in the left and right side of
Figure 2.b) have very low efficiency and can be eliminated.

4  Experimental result and Discussion
4.1 Data set

The CSU Face Identification Evaluation System [12] was used to test the performance
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of the proposed approaches. The CSU follows the procedure of the FERET test for semi-
automatic face recognition algorithms [13] with slight modifications. Each set contains at
most one image per person. These sets are fa, fb, fc, dupl, and dupll. The fa set (gallery set)
contains frontal images of 1196 people. The fb set contains 1195 images. The subjects
were asked for an alternative facial expression than in fa photograph. The fc set with 194
images was taken under different lighting conditions. The dup I set (722 images) were
taken later in time and dup II set contains 234 images. This is a subset of the dup I set
containing those images that were taken at least a year after the corresponding gallery
image.

4.2 Face recognition results

The recognition rate of the FERET data set under different LBP configurations (P and
R) and their respective weight of the regions are shown in Table I. As we can see, under fix
LBP configuration, the best result can be obtained using P=10 and R=3. While, fusing
weight approach improves recognition rate slightly better than the fix configuration
approach.

Table I Recognition rate on the FERET data set under different weight calculation and LBP configuration
with block size (21x18). The best scores are marked in bold.

Fb fox* dupl dupll Weight

=1 P=4 94.06 55.67 45.43 3120  WP4RI

P=8 96.07 74.23 54.99 41.88 WPSR1

P=4 94.64 69.07 57.76 5556  WP4R2

R=2 P=8 96.99 (96.82%)  79.38  64.40 (65.7%)  63.68 WPSR2

P=10 97.32 84.54 64.27 64.53 WPSR2

R=3 P=4 94.23 71.13 54.85 55.13 WP4R3

P=8 96.90 83.51 63.99 63.25 WPSR3

P=10 97.66 87.63 66.48 65.38  WPIOR3

P=16 96.65 87.63 63.16 66.67  WPI6R3
Fusing Weight Approach 97.74 86.60 66.62 67.09

* Ahonen’s symmetric weighting approach taken from original paper [4]
** fc images from 1110 to 1206

4.3 Pyramid representation approach

In recent researches, pyramid representation has been used for achieving an effective
local binary patterns texture descriptor [16], improving the scene categorization [17, 18],
semantic concept retrieval [ 18], robustness against noise [19], and image classifying by the
object categories they contain [20]. In the results, it can be seen that the feature selection
from more pyramid representations can gather more information from an image. Further,
more accuracy is attained by more pyramid representations. Therefore, apart from better
accuracy we will have higher dimensionality. Of course, the researchers have shown
peculiar effect that as the number of variables (feature dimensionality) is increased, the
classification performance of the resulting decision surface initially improved, but then
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began to deteriorate [21]. In this experiment we combine features of the first and the
second pyramid representations with feature of original image. To keep the region size
(21x18), we consider no down-sampling in pyramid representations. The weights of
regions have been calculated similarly to before. The experimental results are shown in
Table II. Regarding to [21], it can be seen that there is a slight improvement in recognition
of some sets.

Table II Recognition rate under pyramid representation approach. There is no down-sampling in
representations. The region size 21x18.

/b fe dupl dupll
L0;03+L1565 98.08 81.44 68.14  67.09
LOjgstLlyestl2165” 9791 7732 6939  66.24
LOpw+L1pw © 98.07 8247 6870  67.52

LOpw+L1pw+L2py @ 97.91 7629 6925  67.52

() Feature Vector = < Original Image under P=10;R=3, Image @ PL=1 under P=16;R=3 >. ® Feature Vector = < Original Image under
P=10;R=3, Image @ PL~1 under P=16;R=3, Image @ PL=2 under P=16;R=3 >. @ Feature Vector = < Original Image under fused
weightl, Image @ PL=1 under fused weight PL1 >. ) Feature Vector = < Original Image under fused weight1, Image @ PL~1 under
fused weight PL1, Image @ PL=2 fused weight PL2 >

4.4 Effect of using weights calculated in different configurations
(Alternative weight)

In this experiment, we use the weight of the regions calculated under different values of
R and P (e.g. WP4R1, WP8RI, ..., WP16R3) for all LBP configurations. As we can see in the
Table III, there is not a very huge variation in the recognition rate. The fb gallery with
1195 samples and fc gallery with the smallest samples (97 faces) have the lowest and the
highest variance of recognition rate, respectively. Using alternative weight, the most
recognition rate for fb, fc, dupl, and dupll have been obtained 98.16%, 89.69%, 66.48%,
and 70.09%, respectively.

Table III The Effect of other region weights (Alternative weight).
Operator f fec dupl dupll
LBP, 92.624+0.83 64.26+4.19 47.71£1.00 36.7542.70
LBPg, 95.2340.56 73.88+1.93 55.024+1.07 46.72+3.15
LBP,, 94.8240.56 67.921+4.23 55.36+1.50 52.90%3.15
LBPg, 96.7610.61 79.38+3.18 63.05+1.21 63.8743.39
LBPy, 97.314£0.56 83.05+2.78 63.90+1.13 63.681+2.76
LBP, 3 95.04+0.56 65.06+4.30 55.32+1.46 51.47+£3.00
LBPg; 96.93+0.61 82.13+2.82 63.28+1.30 60.45+2.89
LBPyy3 97.3140.53 86.03+2.07 64.68+1.46 62.684+2.79
LBPyg3 96.90+0.54 87.97+1.26 62.94+1.45 66.05+3.60

4.5 Overlapped regions against non-overlapped regions

Ahonen et al. [4] split the image into some non-overlapped regions and extract the LBP

images from each sub-images. Because of the small size of the regions (21x18), in their
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approach we cannot use a large radius (R) for extraction of the LBP information. In the
overlapped approach, we first calculate the LBP information of the image. After that, we
split the image into the sub-regions and extract the LBP feature (histogram) from each sub-
region. In the non-overlapped approach, shown in Figure 3.a, the dimension of the original
image is 147x126 (21x18x7x7). The number of patterns under R=1, 2, and 3 will be
14896, 11662 and 8820. While, in the overlapped approach, shown in Figure 3.b, the
number of patterns are 18944, 18396, and 17856 that are 27%, 58%, 102% more than non-
overlapped approach. Table IV depicts the recognition rate of the overlapped approach.
Better results than non-overlapped approach are marked in bold and improvement value
have been shown in the parentheses. As we can see, regardless to have a more patterns in
overlapped approach and improvement in the weight of the regions, there is not significant
improvement in accuracy. We calculated the number of non-uniform and uniform patterns in non-
overlapped and overlapped approaches. We saw that the relation on non-uniform to uniform
patterns in both approaches are almost the same. It means that using the uniform LBP operator

(LBP%*?), we will not have a significant improvement in the recognition rate.

LEEEREE 2 LEEE&ER EEEEEED
LTOEEEY  ETIEESn = i
BEgdhiiE  .BagdRiN : :
CEENINER EENTNEE w Zt I
o IEEESEF . iEHBSSES ) st
R=1, P=8 R=2, P=38 R=3, P=8 R=1, P=8
() (b)

Figure 3 Non-overlapped and overlapped approaches. (a) Non-overlapped approach: A region with size
21x18 reduce to 19x16, 17x14, and 15x12 under R = 1, 2, and 3, respectively. (b) Overlapped approach:
The number of patterns for R=1, 2, and 3 is 148128, 146x126, and 144x124, respectively.

Table IV Recognition rate for overlapped regions approach on the FERET data set. Better scores than non-
overlapped approach are marked in bold.

/b fec dupl dupll
=1 P=4 92.80 58.76(+1.26) 46.54 (+1.11)  32.48 (+1.28)
P=8 94.98 71.13 55.26 (+0.27) 41.45
P=4 91.97 50.52 50.97 4231
R=2 P=8 97.32 (+0.33) 71.13 59.83 55.13
P=10 97.82 (+0.50) 73.20 62.47 58.12
R=3 P=4 92.47 48.45 57.06 (+2.23) 50.00
P=38 96.99 (+0.09) 70.10 63.30 60.26
P=10 97.74 (+0.08) 7835 66.48 64.10
P=16 97.91 (+1.26) 82.47 66.90 (+3.74) 66.24
Fusing Weight Approach 98.33 (+0.59) 83.51 68.56 (+1.94)  70.51 (+3.42)
LOyg3+L1y63 98.16 (+0.08)  83.51 (+2.07) 69.67 (+1.53)  69.23 (+2.14)
LOy63+L1163+L2163"% 98.16 (+0.25)  79.38 (+2.06)  69.81 (+0.42)  67.09 (+0.85)

M Feature Vector = < Original Image under P=16;R=3, Image @ PL=1 under P=16;R=3 >. ® Feature Vector = < Original Image
under P=16;R=3, Image @ PL=1 under P=16;R=3, Image @ PL=2 under P=16;R=3 >
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Comparison of the best verification rate of the proposed approaches with other state-of-
the-art methods have been shown in Table V. The methods use different cores of similarity
measure and the comparison is not fair. However, we can see that the proposed approaches
with simplest similarity measurement (Chi-2) have acceptable scores.

Table V Comparison of the best verification rate of the proposed approaches with other state-of-the-art

methods.

Method /b fec dupl dupll Core of Similarity measure
LBP [4] 93.39 50.5 61.4 49.6 Chi-2 (LBP*?)
LBP Weigthed [4] 96.82 79.4 65.7 63.7 Chi-2 (LBP*?)
LGBPHS [5] 98 97 74 71 WHIS
Multi-Scale LBP [6] 98.6 71.1 72.2 474 LDA
LGBP [7] 99.6 99 92 88.9 EPFDA
ELGBP (Mag+Pha) [8] 99 96 78 77 WHIS
Gabor+LBP [9] 98 98 90 85 KDCV
MSLBP (+ mean filter) [10] 96.8 (97.8) MBDFW+WNNC (LBP)
MSLBP + MF + FW (+ BW) [10] 98.1(99.2) - - - MBDFW+WNNC (LBP)
MSLBP + MF + FW + BW + PCA [10] 99.1 - - - MBDFW+WNNC (LBP)
LDPv weighted [11] 0.97 0.74 0.64 0.59 Chi-2 (LDP)
LDPv un-weighted [11] 0.97 0.71 0.6 0.57 Chi-2 (LDP)
The best result in our approaches 98.33 89.69 69.39 70.51 Chi-2 (LBP*)

5 Conclusion

Experimental results have been shown that the most recognition rate on the FERET data
set can be obtained under LBP configuration P=10 and R=3 and weighted region approach.
The experimental result depicted that fusing weight approach improves the recognition
rate. Pyramid approach makes a slight improvement in recognition rate with huge
computation cost. In addition, with the overlapped regions, partial recognition rate (or
weight of regions) has been improved and we significantly save image patterns.

For the future works, we should use other similarity measurements that have been used
in other state-of-the-art methods to compare fairly with the proposed approaches. To
reduce the feature dimensionality we can eliminate ineffective regions and use feature
reduction methods like PCA.
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Abstract

We investigate the decoding delay performance of a communication network in
which a single source is transmitting data packets to a single receiver via multiple
routers. Network coding is applied to all data packets at the source at each
transmission opportunity. Receiver receives network coded packets from routers
and decodes them. We define the delay as the time between arrival of a data
packet at the source and decoding of all the packets served in the busy period
of the source queue starting from the arrival of that data packet. We show that
the delay can be expressed in closed-form.

1 Introduction

In modern communication networks, data packets are transmitted from the gateway
to user equipments via base stations. In principle, each base station is responsible of
transmitting data packets to users that are present in its coverage. In practice, there
are many areas that are covered by multiple base stations. Depending on channel
conditions, it may be more viable for the user equipment to receive data packets from
different base stations at different transmission opportunities. At some occasions, it is
possible that same data packets are requested by multiple users. Then, we can come
up with an alternative way of transmitting data packets to these users as in [1], [2], [3].
In these works, it is shown that sending random linear combinations of all data packets
is another way of transmitting all data packets and this alternative data transmission
scheme is called network coding.

The system consists of a single source transmitting data packets to a single receiver
via multiple routers. The source refers to gateway, routers refer to base stations and
receiver refers to user equipment. New data packets arrive at the source according
to a Poisson process. The intermediate network consists of two routers that receive
packets from the source and forward these to the receiver. The source and the routers
have exponential service rates. The source transmits network coded packets through
the network. In particular, at each transmission opportunity, the source transmits
a random linear combination over all data packets that are present at the source at
that time. Each network coded packet is then transmitted to one of the routers with
probabilistic routing. Once a network coded packet is transmitted to one of the routers,
the[ S]OU[_I"]CG [d]rops the data packet that is located at the head of the queue as proposed
in |4], |5], [6].

As the receiver obtains network coded packets from multiple routers, it is necessary to
decode these network coded packets in order to retrieve the data packets. Decoding
is only possible when the number of network coded packets is at least equal to the
number of data packets involved in the received linear combinations. We show that
once the source queue becomes empty and all network coded packets that have been
generated so far have been received by the receiver, it decodes all these network coded
packets and retrieve data packets.
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This work mainly focuses on analyzing the delay where the delay is defined as the time
between arrival of a data packet at the source and decoding of all the packets served
in the busy period of the source queue starting from the arrival of that data packet.
Note that even though sending network coded packets do not save any resource over
sending data packets for unicast transmissions, it is still useful to analyze the delay for
the unicast system in order to prepare a baseline for future research.

2 Model and Problem Statement

We define the source and the routers as independent M /M /1 queues. Data packets
arrive at the source according to a Poisson process with rate A. The source queue is
called Queue 1 (Q1) and has an exponential service rate ;. At each transmission
opportunity, network coding is applied to all data packets at the source, namely each
data packet that is present at the source at that transmission opportunity is multiplied
with a random coefficient and the sum of them forms a network coded packet. Then
the network coded packet is routed to one of the two routers called Queue 2 (Q2) and
Queue 3 (Q3) with probabilistic routing with parameter p. Namely, the network coded
packet that is ready to be transmitted from the source is routed to Q2 with probability
p, and to ()3 with probability 1 — p. The system is shown in Figure 1.

As the routers transmit network coded packets to the receiver, the receiver must decode
these network coded packets in order to retrieve the data packets. ()2 and ()3 have
exponential service rates po and pug respectively. The receiver can decode the data
packets when it receives as many network coded packets as at least equal to the number
of data packets involved in the received linear combinations. Once a network coded
packet is transmitted to one of the routers, the source drops the data packet that
is located at the head of the queue. Then, when the source queue becomes empty
and all network coded packets that have been generated so far have been received by
the receiver, this condition is satisfied. We assume that all linear combinations that
have been generated are independent. Probability of receiving identical network coded
packets is neglected. This probability can be made arbitrarily small by making the
field size over which network coding is performed sufficiently large. In this work, the
delay which is defined as the time between arrival of a data packet at the source and
decoding of all the packets served in the busy period of the source queue starting from
the arrival of that data packet is analyzed.

3 Preliminaries
At this section, we will list the specifications and necessary tools that we will use to

analyze the system that is the shown in Figure 1. The source and the routers form a
Jackson network. From the traffic equations of the Jackson network, it follows from [7]
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that arrival rates to the routers are Ay = pA and A3 = (1 — p)A\. We denote p; = A/,
p2 = pA/p2 and p3 = (1 — p)A/ug. Throughout the paper, we assume p; < 1, ps < 1
and p3 < 1 for stability.

Lemma 1. It follows directly from [7] that equilibrium distribution of the system is

defined as
3

m(n1,na,mg) = [ J(1 = pi)p"

=1

where ny, ny and n3 are the number of packets located at Q1, Q2 and Q3 respectively.

Based on the proposed performance parameter, we need to define the probability of
a departure from ()1 when n; = 1 so that )1 becomes empty after this departure and
then the receiver can decode the packets that it has received from the source in QQ1’s last
busy period. In order to do so, we need to define Palm probabilities. Palm probability
is used on defining a specific transition by characterizing the past and future of a
Continuous Time Markov Chain (CTMC) at such a transition. The issue deals with
how to evaluate any probability for a CTMC conditioned that a specific transition
occurs. Since the occurrence of any specific transition at any time has probability
0, conventional conditional probabilities cannot be used. Instead these conditional
probabilities must be formulated as Palm probabilities. Then, the Palm probability
of a stationary CTMC conditioned that a specific transition occurs at any time is the
ratio of the expected number of that specific transition at which that specific transition
occurs in a fixed time interval divided by the expected number of all possible transitions
in the interval.

Theorem 1. Palm probability Py (C) of event C' given that H occurs for an M/M/1
queue follows directly from [8] as:

> mmnec T(n)g(n,n')

, CCH
Z(n,n/)eH W(n)q(n7 nl)

PH(C) =

where n is the current state, n’ is the next state, 7(n) is the equilibrium distribution
and ¢(n,n’) is the transition rate.

4 Analysis

The system can be defined as a three dimensional Markov chain with state space
S = (ni1,n9,n3) where each non-negative value corresponds to number of customers
in Q1, Q2 and @3 respectively. Q1, Q2 and ()3 become busy and idle sequentially
as shown in Figure 2. Transitions between these states are the crucial moments as
specified earlier. At time A;, busy period of Q1 started. At By, last packet is served
from Q1 and it becomes empty again. Hence, B; — A; is a busy period duration for Q1.
At By, all coded packets that have been served in the busy period [A;, By| are routed
to 2 and 3. Then, ()2 becomes empty for the first time after ()1 finishes its busy
period at B and ()3 becomes empty at B]. Hence, we define two time parameters
defined as 75, = B} — By and T3 = B — B;. When @1 finishes its busy period, )2
becomes empty after T, and ()3 becomes empty after T5. To conclude, the receiver
can decode all packets served in [A;, By| in Tyee = By — A1 + max{Ts,T3}. Once the
distribution of the number of packets at ()2 and ()3 is known at the end of the busy
period of @1, we can find the maximum of 75 and T5.
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Figure 2: Timeline for the system.

Lemma 2. The distribution of the number of packets at Q2 and Q3 at the end of the
busy period of Q1 is equal to

R(pps> ' p5* + (L= p)ps2ps* ™) ifng > 1,ng > 1
P(Nz = ng, N3 = n3|N; — 0) = Rppy> ™" ifng > 1,m3 =0
R(1—=p)p5*" ifng=0,n3>1
(1)
where R = (1 — pa)(1 — p3).

Proof. We will use Theorem 1 here. We define the event C' as one packet from the
source is transmitted to one of the two routers when n; = 1 and the event H as all
possible transitions from Q1 when n; = 1.

For ny > 1,n3 > 1,

m(1,m9 — 1,n3)pin m(1,n9,m3 — 1)(1 = p)
(N =z Na = mala = 0) = o s g i T 5 S (1,7, )
pips T piEp LT '1-p)

Zj =0 Zk 0P1P2/)§ ijo Zk:o PIP%P]:;;

oy 1p§‘°’p ph2psd (1 — p)
1 + 1 1
1—p2 1— p3 1—p2 1—p3

ne nz—1

= R (pps> ' p5* + (1 —p)ps?p* ™).
For ny > 1,n3 =0,

m(1,n2 — 1,0)pp

ZJ OZk oT(L, 7, k)

no—1

PpP1P2

Zj:o Zk:o /)1/)%/):];

P(NQ :ng,Ng = 0|N1 — 0) =
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no—1

_ Pps
- 1 1
1—p2 1—p3

= Rppy” .

And similarly, for no = 0,n3 > 1,
P(Ny =0, N3 = ng|N; — 0) = R(1 —p)p5>~".
[

Theorem 2. We know that for each queue every single service time is exponentially
distributed and service times between n occurrences are FErlang-distributed with the
number of packets n, rate parameter g, with mean pg, = n/Ag, and cdf

n— 1(/\Er)

- e*/\Ert
]

. t>0.

We have Ty ~ Er{ny} and T3 ~ Er{ns} where ny and n3 are number of customers
at any moment in )2 and Q)3 respectively. We need to determine the expected value
of Tmaw = maX{Tg, Tg}

Lemma 3. We have

plpa+ (1 =p)A) (1 —=p)(pus+pA)  p(1—p)A(po + p3)

ET e = — .
oo po (p2 —pA)  ps(ps— (L =p)A)  pops(pe +ps — A)
Proof.
E[ maa:] - [E[ mam|N27N3]]
= [E[maX{TQ,T3}|N2,N3]
= Z Z E[maX{TQ,T3}|N2 = N2, N3 = ng]P(NQ = TLQ,Ng = n3|N1 — O)
no=0n3=0
= ZpRpgz_l/ P(Ty > m)dm + Z 1 —p)Rp3*~ 1/ P(T5 > m)dm
no=1 0 nzy=1 0
S So

oo o0

+ Z ZR oy o 4 (1 — p)ph2pas™ 1)/0 P(Ty > m)dm

no=1n3z=1
A g

~~

S3
£ 30Y RO+ =) [P > md
no=1n3=1
21

oo o0

- Z Z R (pp5> ' o + (1 — p)ph2plye~ 1)/ P(Ty > m)P(T5 > m)dm
0

no=1nz=1
A

-~

Ss
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We split (2) into 5 pieces and compute these terms separately. We start with computing
S, as follows

ZpRp"2 1/ P(Ty > m)dm
0

no=1
o [n2—1 1
= S pra [T 30 e )| dm
na=1 0 i=0 1’
no—1 1 00
=S oo S [T e amy | dm
na—=1 i—0 1° LJO
no—1
S S
no=1 1=0 H2
- S o
no=1 2
_ p(1—ps)
p2(1 — p2)

Similarly,

o (1=p)(1—p)
9 = .
p3(1 — p3)
Due to space constraints, computation steps of S3 and Sy are skipped and the results
of the two parameters are given as
g _ (1 —p)p2 + pp3
3 =
pi2(1 — p2)

and

o — L=P)p2+ppy
4 = .

ps(1 — ps)
Finally S5 can be computed as follows

=3 S R (1= p)obel ) | P> m)P(T > m)dm
“J0

remimet h(na.ma)
0 oo na—1nz—1 1 00
=R Z Z h(ng,ng) F/ 6_(“2+M3)m(,ugm)’(,u3m)7dm
neo=1nz=1 i=0 j=0 ] 0
R 0 fe'e) no—1nz—1 (Z+])' qulu]
- h’(n27n3) . 253 —
(12 + p13) 7122:17;:1 i (et ps)
K

K S S5 (ot -

=0 7=0 no=i+1nz=j+1

(AN e N[ pp} [(1 = p)p2 + pps]
K.: Z an <u2+u3> <M2+M3> < (1 —p2)(1 — p3) )

i 7=0
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:(1— P2+pl)3zz (1 +5)! ( PA >i<(1—p))\>j
po + pi3 gt \p2 + s fo + p3

=0 j=0
:(1—p)p2+pp3i1( PA )i(l_(l—p)AyHi,
po+ps =it \pe s fo + i3
:(1—p)P2+PP3( pz + ps )
M2 + 3 o + ft3 — A

_ p(1 = p)A(p2 + pis)
popis(pa + pz — )

Then we use (2) to compute E[T,,,] as follows

ETaz) = S1+ S2+ S5+ 54 — S5

_ e+ (A =p)N) (A =p) (s +pA) P =p)A(pa + p3)
fia (pi2 — PA) ps (s — (L =p)A)  pops(p2 + p — A)

Now we are ready to state the main result.

Theorem 3. The total expected delay for the time that is needed to decode all the
packets served in a single busy period of Q1 is equal to

1 pluz+ (1 =p)A)  (1—=p)(us+pN)  p(l—p)A(u2 + ps)
pn— A g (g — pA) ps (s — (L=p)A)  popta(pia + pz — A) -

E [Tdec] -

Proof. All packets served in a busy period of @1 will certainly be decoded in E[Tge.]
which is computed as follows:

E[Tyee] = E[BPu1] + E[Tas]
_ b pGet@=-pN)  A-p)stpd)  p = p)Aps + )
i — A ph2 (p2 — pA) s (s — (L=p)A)  pops(pe +ps — A)

]

For A =1, uy = 4, puo = 2, pu3 = 0.5, expected delay vs. probabilistic routing
parameter p graph is shown in Figure 3. Delay can be computed only for the case
when all queues are stable and it is infinity otherwise. For this specific example, ()3
has a lower service rate. ()3 receives more packets as p decreases. When (1 —p)\ > pus,
()3 is not stable anymore and the queue is exploded. This means that receiver will not
be able to decode data packets. As p increases, (2 starts receiving more packets and
delay decreases since ()3 has a lower service rate compared to Q2.

5 Discussion & Conclusion

In this work, we have presented a network scenario containing a source transmitting
network coded packets via multiple routers to a receiver. The receiver must receive
enough number of packets to decode network coded packets and retrieve data packets.
We define the delay as the time between arrival of a data packet at the source and
decoding of all the packets served in the busy period of the source queue starting from
the arrival of that data packet. We show that for the proposed network scenario, the
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Figure 3: Expected delay vs. p for A =1, yuy =4, po = 2, uz = 0.5.

delay can be expressed in closed-form. In practice, as the service rates of the routers
change due to channel conditions, it is possible to minimize the delay by changing the
probabilistic routing parameter p.

Even though sending network coded packets do not save any resources over sending
data packets for unicast transmission scenarios, it is still useful to analyze the delay
for the unicast system in order to prepare a baseline for future research. Various
systems with different network coding techniques and comparisons between coded and
non-coded systems will be analyzed in the future.
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Abstract

Detecting pain in infants is of vital importance in healthcare. This work investi-
gates two different systems for automated continuous facial analysis for detection
of stress and pain in infants. The first system uses an Active Appearance Model
(AAM) and a three-class SVM classifier. The second system detects three Re-
gions Of Interest (ROI), aiming at detecting the presence of the brow bulge, eye
squeeze and the nasolabial furrow. For this system, the resulting pain/stress
level is detected with an accuracy of 67%. The second system follows directly
the PIPP pain scale form and is able to detect the facial regions, even with oc-
clusions like feeding tubes. The first (AAM-based) system is not able to handle
occlusions, but has an accuracy of 92%, classifying the facial expressions into
comfort, discomfort and the Primal Face of Pain (PFP).

1 Introduction

Infants cannot communicate verbally and are therefore unable to report about their
discomfort and pain. Frequent and long-term pain can cause severe complications, such
as a delay in development or a change in the nervous system. Therefore, continuous
monitoring of infants for possible signs of pain and discomfort is necessary.

Research on detection of acute pain in infants by analyzing the facial expressions
is reported in [1] and [2]. However, these studies do not automatically find the face
and do not exploit the properties of a video sequence but use photographs, on which
the user has to manually indicate the region of interest. Another study focuses on
discomfort detection for infants or small children [3]. Unfortunately, the method in
this study is only tested for discomfort and not for acute pain. Furthermore, the face
detection in this study is not always robust [3].

Many challenges arise when developing an automated pain detection system for
infants. The systems available for adults ([4] [5]) cannot be used because these systems
are trained on adults and the image frames only show the face without any other
objects near the face such as hands, pacifiers or toys. The reported systems also need
specific features like eyebrows or pupils to be present, which is not always the case for
infants. Infants often do not have visible eyebrows and have their eyes closed, which
makes the eyes and face harder to detect. This means that the system needs to be
trained and designed specifically for infants in order to work properly.

This study contributes in several ways. We show that it is possible to create an
automated pain and stress detection system for infants, adopting information from
the PFP. Also, we are the first to translate a part of a clinical pain scale form, the
Premature Infant Pain Profile (PIPP) [6], to a computer system and we select features
that are able to extract necessary information from the face or from specific parts of
the face.

In this paper, we present and discuss two novel systems for pain detection. The
AAM-based system of earlier work [3] is extended to detect the PFP as a whole,
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Figure 1: Primal Face of Pain.

while a second ROI-based system detects individual facial expressions according to the
PIPP pain scale and combines those to obtain the intensity of the pain. Both systems
automatically find the face and the position of the eyes and mouth, even with closed
eyes, and analyze the facial expression with respect to pain and stress.

This paper contains the following sections. Section 2 explains and discusses the
design of our systems. The performed experiments and the comparison of the two
systems are shown in Section 3. Section 4 contains the overall conclusions and a
discussion of possible future work.

2 Methodology

2.1 Face detection

Both systems apply the same face detection algorithm, which is explained first. Face
detection is an important part of an automatic pain recognition system. First, the
position of the face is detected. After this, the eye and mouth positions are identified
inside the face area. To find the eye and mouth positions, we use the method of
Fotiadou et al. [3]. The face detection technique combines the Gaussian skin detector
with a Viola-Jones algorithm. If a face is found with the Viola-Jones algorithm and its
color does not coincide with the skin-color region, the face is discarded. This reduces
false positives of the Viola-Jones algorithm.

2.2 AAM-based system

The AAM-based system aims to split facial expressions into three groups: normal,
stress and the primal face of pain. The block scheme of this system is shown in Figure
2a. This system consists of three parts: the face detection/tracking, feature extraction
and classification. We address these parts briefly.

2.2.1 Face detection/tracking

For the AAM-based system, the tracking of the face is achieved using an AAM (Active
Appearance Model) [4]. During a training phase, a statistical model of the object
shape and the appearance is created. For each new infant, this training phase has to
be repeated and the landmark points have to be manually annotated for the different
facial positions. This AAM face tracking method is also used for infant discomfort
detection in [3] with the exception of the initialization, where the eye and mouth
positions are found as described in the previous section.
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Figure 2: Proposed pain detection systems.

2.2.2 Feature extraction/classification

For feature extraction, we apply the same features as investigated and explained in
[3]. The first feature is the similarity-normalized shape obtained from the AAM algo-
rithm. The second feature consists of Elongated Local Binary Patterns (ELBP) with
similarity-normalized appearance. The third feature also uses ELBP, but here the
canonical-normalized appearance is used.

Using these features, a 3-class SVM classifier is generated with the following classes:
comfort, discomfort and the Primal Face of Pain (PFP). If the input features are
calculated, a one-versus-all SVM classifier (first step) is applied, in order to distinguish
comfort from pain and stress. The images that do not belong to the comfort class are
inserted to the next SVM classifier (second step) which distinguishes discomfort from
the PFP. For both steps, all three features are used. Fach feature is trained with an
individual SVM classifier and the outputs of these classifiers are combined.

2.3 ROI-based system

In order to create the ROI-based system, we have analyzed several pain scale methods
in the hospital. The PIPP scale form [6], used to find pain in neonates and small infants,
is of high interest for our research because every parameter of this scale can be observed
by the monitor, or is visible in the facial expressions. Our ROI-based system interprets
several PIPP scale form parameters by means of video analysis. These parameters
are the brow bulge, eye squeeze and the nasolabial furrow. This system is shown in
Figure 2b.

2.3.1 Facial region extraction

To interpret the facial analysis part of the PIPP score, three different facial actions
have to be recognized. Corresponding parts are called the Regions Of Interest (ROI).
To extract the ROI, we start with the eye and mouth positions and the detected face.
Firstly, the face has to be rotated using the positions of the eyes. Now we calculate
the distance between the eyes D, in the x direction and the distance between the
eyes and mouth D/, in the y direction. We employ this information to calculate the
upper and lower borders of the brow bulge area using the relation

De/m

bbup: eye,y a (1)

for the upper border, where the scaling parameter « is determined empirically and
with P, being the position of the eyes in the y direction. For the lower border of
the brow bulge, we add the upper and lower borders of the eye area, devide them by
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2 and substract Py, with the resulting value. For the left and right borders of the
brow bulge area, we define the same borders as used for the eye area.
For the upper bound of the eye area, we specify that

De m
De/m Peye,y — = R bbUp

Dem _ 5
3 ( S ) (2)

with P, , denoting the position of the eyes in the y direction, x a number of pixels
which have to be determined experimentally and S and v scaling parameters which
have to be evaluated empirically. For the lower bound of the eye, we define

eyeup = Peyey —

De/m
€YCdown = Peye,y + —B/ . (3)
For the left border, we specify
D@ es
EYCleft = PeyeL,;v - 21/ s (4)

where P,y.r, defines the positions of the left eye in the z direction. For the right
border, we use the same equation but with a positive sign and the position of the right
eye.
The eyes are split into the left and right eye using the middle point of the mouth.
This point is calculated as follows. We first compute the area where the mouth is
located based on the previously computed mouth point. For the upper or lower border,
we subtract or add D, /,, /6 to the y position of the mouth. Parameter § denotes a scaling
value, which is determined empirically. For the left and right border, we subtract or add
D)/ to the  position of the mouth. From this region, the saturation is calculated
and thresholded to find mouth points. The middle of the mouth is found by taking the
mean of all mouth points.

The nasolabial furrow area uses the bottom border of the eyes as upper border and
the middle of the mouth in y direction as lower border. The left and right border of
the nasolabial furrow region N F, is then calculated by

3 1
NF, = eyes7 + mOUthIZ’ (5)

with z referring to either left or right and mouth, representing the middle of the mouth
in the x direction.

For each region, different features are evaluated (but not discussed here) to select
the best performing feature and are used as an input for the SVM classification. In
the sequel, we only elaborate on the best feature for each region.

2.3.2 Detecting the ROIs

First, we detect the presence of the brow bulge. In Figure 3b and 3a, an example
is shown of the brow bulge region, both with and without the presence of the corre-
sponding facial expression. When the brow bulge appears, the texture between the
eyes changes. Therefore, we describe this ROI with HOG features. Prior to feature
extraction, a 5 X 5 median filter is applied, so that the image is optimally pre-processed
for further analysis.

23



) Brow bulge not ( Brow bulge (¢) Eye squeeze not ( Eye squeeze
present present present present
(e) Nasolabial furrow (f) Nasolabial fur-
not present row present

Figure 3: Examples of facial actions

The second ROI, the eye squeeze, is the most difficult facial expression to detect.
An example of an eye with and without eye squeeze is shown in Figure 3d and 3c. In
order to facilitate the detection, we first consider if the eye is open or closed using HOG
features. If the eye is detected as a closed eye, HOG and ELBP features are extracted to
determine the presence of the eye squeeze. We concentrate on HOG and ELBP because
HOG gives texture information and the eyes have an elliptic shape which corresponds
to the ELBP neighborhood. For both features, separate SVM classifiers are trained
which are combined using a simple summation.

Lastly, we analyze the nasolabial furrow. When present, two lines between the nose
and the corners of the mouth appear, as shown in Figure 3f. HOG features are applied
to the total nasolabial furrow region.

2.3.3 Scoring of ROIs

In this part, we show how the different facial sections are combined in a score from 1
to 3 with 1 being minimal pain or stress and 3 being maximal pain or stress. We first
analyze the separate regions for presence of a facial action for 30 seconds. After this,
we score the separate sections from 0 to 3. If the facial action occurs less than 10%
of the time, we score a 0, less than 40% yields a score of 1, less than 70% a score of 2
and if the facial action is present for 70% or more, the score is 3. We now have three
scores and add them to obtain a score from 0 to 9. This is equal to the extraction
of facial action scores in the PIPP pain scale form. Finally, the score is assigned to
an interval corresponding with the strength of the facial expression. For example, the
first strength level corresponds to a score between 0 and 2, the second level to a score
between 3 and 6 and the third strength level to a score between 7 and 9.

3 Experimental results for both systems

3.1 Database

For testing, a database is created using videos recorded at the Maxima Medical Cen-
ter (MMC) in Veldhoven. Videos are recorded of the faces of infants, experiencing
pain from an invasive procedure (prick) or from post-operative pain. Videos are also
captured of the same infants in a relaxed state. For additional information about the
difference between stress and pain, infants who experience stress but no pain, are also
recorded. The age of the 50 recorded infants ranges between 2 days and 17 months.
Out of the 50 infants, 31 experience a painful stimulus. Our database consists of 177
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videos with a frame rate of 30 frames per second and a spatial resolution of 1280 x 720
pixels. For training, we also apply the database obtained from and used by E. Fotiadou
[3]. All tests are performed using Matlab on a 2.5-GHz dual-core processor.

3.2 AAM-based system performance

In this section, we discuss the performance of the AAM-based system. Face detection
is discussed first, after this, the classification performance is shown.

3.2.1 Face detection

Here, face detection is examined based on the combination of Viola-Jones with skin
color. A face is considered to be successfully detected if the AAM algorithm is able
to track it correctly. The Viola-Jones algorithm consists of 10 stages with a false
alarm rate of 0.3 and is trained using 352 images of 28 different infants. For detection
performance testing, 20 videos from 8 different infants with a total of 17,132 frames
are used. The combination with Viola Jones can correctly track 61.6% of the frames.
This is higher than when using the skin color method only, where 40.1% of the frames
would be tracked correctly.

3.2.2 Classification

The performance of the 3-class SVM classifier system is analyzed. For training, 24 videos
of 16 infants with 12,552 correctly tracked frames are used, all showing one or more
states in one video. Of these videos, 22 show comfort, 17 show stress and 12 of the
movies have images with the PFP. Testing is performed on the same infants using
leave-one-out cross validation. The accuracy of this system is 91.9%, the specificity is
94.3% and the sensitivity is 68.4%.

3.3 ROI-based system performance

In this section, we discuss the performance of the ROI-based system in a similar way
as the AAM-based system. However, specific tests for infants with occlusions are
performed and results are shown.

3.3.1 Face detection

Here we present the performance of the face detection using the ROI-based system.
For the parameters mentioned in the equations from Section 2.3.1, we have determined
the following optimal parameter settings: « = 1.2, =5, v=3, k=8 and d =4. In
the system, a frame can only be used if the Viola-Jones algorithm is able to identify a
face. A face is detected properly if all three regions shown in Section 2.3.1 are detected
correctly. We use visual inspection to determine the percentage of correctly tracked
frames. From the 400 tested frames, 77.5% are found correctly and 11% false positives
occur.

3.3.2 Classification

The performances of the three facial region detectors are investigated for different
features. For the experiments concerning the separate regions, 400 clearly different
test samples are used. First, we evaluate the performance of detecting the brow bulge
using the optimal brow bulge size, as shown in Section 2.2.2. The accuracy of the brow
bulge detection is 73.3%. The eye squeeze is detected with an accuracy of 76.5%. The
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Table 1: Performance of the ROI-based system

Accuracy Sensitivity Specificity
Nurse and non-medical scores compared 91.7%  85.7% 100%
System using nurse scores as ground truth 56.0%  53.9% 83.3%
System using non-medical scores as ground truth 64.0% 63.6% 85.7%
Modified system using nurse scores as ground truth  62.5% 57.1% 90.0%
Modified system using non-medical scores as ground 66.7%  66.7% 91.7%
truth

last (fyacial region is the nasolabial furrow. This ROI performs best with an accuracy of
87.0%.

Table 1 presents the performance of the total ROI-based system as shown in Fig-
ure 2b, using 26 unaltered videos of 30 seconds from 9 different infants. For ground
truth, we have used scores from a healthcare professional and from a non-medical, but
algorithm expert who looked at the video frames separately.

The nasolabial furrow detection has the highest performance. Therefore, we give
this region a two times higher weight. We call this approach the modified system. The
modified system offers an accuracy of 66.7%. The brow bulge region analysis leads
to the lowest performance. The infants and lighting conditions differ and this causes
changes in the texture of the brow bulge. By manually splitting the infants into three
groups, based on lighting conditions and appearance of the infant, the overall accuracy
is improved to 73.9%.

3.3.3 Occlusions

In order to apply a pain detection system in a clinical setting, occlusions such as
hands, pacifiers and breathing tubes have to be dealt with. In majority, we focus on
infants with feeding tubes. Frames from 5 different infants are used with a total of
1,394 frames and the infants vary in gestational age from 34 to 37 weeks. The system
performs best for infants with open eyes (81.8% correctly tracked) and with the feeding
tube between the eyes (59.4% correctly tracked). If the eyes are closed, the system has
a low tracking score (16.0% correctly tracked). Furthermore, the system performs best
when the infant is seen in frontal view. Moreover, as expected, the lighting conditions
have a clear impact on the image quality and thus on the detection performance.

3.4 Comparison of ROI- and AAM-based systems

In this section, we compare the performance of the two systems, using the combination
of skin color and Viola-Jones for face detection. We first look at the percentage of
correctly tracked frames. For the AAM system, this means that the AAM mask is
created correctly. For the ROI system, it means that all regions are correctly detected.
Both systems are tested using 1,100 frames from 9 different infants. From this set,
the ROI system is able to find 77.5% of the frames while the AAM-based system finds
71.0% of the frames.

When comparing the performance of the pain/stress classification, we see that the
accuracy of the AAM-based system is 25.3% higher than the accuracy of the ROI-
based system but it cannot handle occlusions. We note that the ROI-based system
currently includes only the facial expression analysis, which is only a fraction of the
PIPP Parameters. This enables further improvement, which is addressed below.
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4 Conclusions and discussion

In this paper, we have presented two innovative systems for stress and pain detection
for infants, which are capable to automatically detect facial expressions belonging to
pain. The proposed algorithms and the results bring us closer to the objective of
continuous and fully automatic monitoring of facial expressions of infants for possible
signs of pain.

The two investigated systems are an AAM-based system using the conventional
AAM model with ELBP features, and a ROI-based system exploiting individual facial
expression in a direct way. The ROI-based system is able to handle occlusions such
as hands near the face, feeding tubes and pacifiers. The three strength levels of the
facial expressions are detected with an accuracy of 66.7%. In contrast, the AAM-based
system is not able to handle occlusions but detects the Primal Face of Pain with an
accuracy of 91.7%. This makes the AAM-based system better for pain classification
provided that occlusions are absent. While the AAM-based model has a high accu-
racy for pain detection, the system requires a tedious manual annotation of the AAM
shape parameters for each head position and various lighting conditions. This infant-
dependent AAM model is therefore less desirable for an application in a clinical setting.
The ROI-based model is a better choice here because it is designed to be completely
infant-independent.

Although its lower score, the ROI-based system can still be further improved when
the classification of the separate regions is optimized. For example, it is possible to split
the infant videos in smaller groups based on age or lighting conditions, or changing and
optimizing the input features or classification algorithm. An alternative for improving
the pain detection is to include other parameters from the PIPP pain scale form to the
ROI-based system. We can also convert the whole PIPP scale form to an unobtrusive
automated monitoring system, which continuously checks the facial expressions, heart
rate and oxygen saturation for signs of pain.
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Abstract
In this paper, we review an unconditionally secure quantum authentication scheme
for authenticating a classical message in the presence of an online, semi-trusted
arbiter. This scheme is classified as a quantum protocol among two distrustful
parties. The scheme respects the non-repudiation property (by both sender and
receiver), is secure against a malicious receiver and offers dispute resolution. We
present an analysis of the scheme and propose an amelioration for it by empha-
sizing on the issue of reusing the shared keys.

1 Introduction

Authentication of information is of vital concern in several applications of information
exchange. The receiver of a message must be able to verify that it was deliberately
created by the sender and that it has not been substituted or altered during transmis-
sion. Authentication schemes offer a solution to this problem, but when they are based
on symmetric key principles, and the transmitter and receiver do not trust each other,
we need an authentication scheme with arbitration. In such schemes, a trusted third
party called an arbiter can help resolve disputes between the sender and the receiver.
Moreover, the scheme must provide a solution in case the third party wants to deceive
either the transmitter or receiver.

Unconditionally secure authentication schemes with an arbiter have been proposed
in the literature (e.g., [1, 2]) and this idea was extended in the context of quantum au-
thentication [3]. Compared to other arbitrated quantum schemes, the scheme respects
the non-repudiation property (by both sender and receiver) and is also secure against a
malicious receiver. Moreover, the arbitrator is not an inline-party (in contrast to other
arbitrated quantum schemes).

Unconditionally secure authentication schemes are secure against any adversary,
on the condition that the participants keep their shared keys completely secret. Such
schemes (of classical and quantum nature) normally have a high demand for fresh secret
key material, but in this scheme, this requirement is not needed.

Objectives of the paper. In this paper, we describe the set-up phase from the
scheme from (3], and analyze the issue of reusing the shared keys. Details on ap-
propriate hash functions will be given. We use different hash functions for each pair
of participants, together with quantum encryption. We compare the scheme with the
unconditionally secure authentication schemes from Wegman-Carter [4] and from Bras-
sard [5], both intended for classical authentication without the help of an arbitrator.

Paper outline. The paper is organized as follows. In section 2, we give a brief
description of the model of authentication with arbitration, and an informal description
of the quantum authentication scheme with arbitration from [3]. We focuss on the set-
up phase from [3] and present its analysis in section 3. Finally, we draw our conclusions
in section 4.
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2 Review of the quantum authentication scheme

2.1 Authentication with arbitration

We introduce the authentication model by given a brief description. The quantum
authentication scheme (see Section 2.2) is based upon the authentication model with
arbitration [2, 6], and translated to the context of quantum cryptography. In this
authentication model, not only attacks from an outsider (opponent) are considered, but
also attacks from the insiders (transmitter, receiver and arbiter). Figure 1 represents
the main components of this model.

Ka 7
m m
Alice Im) > \L } Im) » DBob
S Channel -
Kar ~~_ .-~ Kpr

Trent

Figure 1: General model of authentication with arbitration

Participants. In this model, we consider four different participants in the scheme:
Alice the sender (A), Bob the receiver (B) , Trent the arbiter (77) , and Eve the outside
opponent (F) . The different parties taking part in the authentication protocol (Alice,
Bob and Trent) are guaranteed to follow the protocol honestly, but are interested in
breaking (some of) the requirements of the scheme. This means that they will try to
learn as much as possible during the execution of the protocol and that they will use
that information later on. Such participants are called honest-but-curious participants.
It is obvious that we do not allow the different participants to collude with each other.

Keys. Three shared keys are used in this model: the arbitrator will share two secret
keys K47 and Kpr with Alice and Bob, respectively. Alice and Bob also share a secret
key K 4p, unknown to the arbiter.

The arbiter. Unconditionally secure authentication schemes that permit arbitration
involve an arbiter that possesses some privileged information, i.e., information not
available to one or more of the other participants. He has however no access to the
information shared between Alice and Bob.

The arbiter in this scheme is a trusted party as far as arbitration between the
parties is concerned. However, he may have an interest in breaking some of the other
requirements of the scheme, e.g., impersonating a party. He is thus semi-trusted; this
means that a great trust is placed in the arbiter (e.g., concerning his arbitration), but
that his cheating can be proven (i.e., a verifiable third party [6]).

The arbiter is needed to settle a dispute, but the receiver should be able to verify
the validity of the messages on his own. This requirement means that the arbiter is
not an inline-party, but an on-line party.
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Requirements. The requirements for our scheme are the same as for other authen-
tication schemes with arbitration, more precisely: Verifiability, Unforgeability, Non-
repudiation and Resolution for disputes. The requirement for non-repudiation poses
the biggest problem, because we want this requirement to be respected by both the
sender and the receiver. This means that it should be impossible for Alice to disavow
an authenticated message created by herself. But secondly, we do not allow Bob to
falsely claim that the received message was not authentic. In case such disputes occur
among the participants, the arbiter can resolve the dispute [3].

Attacks. There are different kind of attacks which are possible in this model and we
refer to [2] for a detailed discussion. We can classify these attacks with respect to the
attacker: security against an external opponent (Eve) and security against a dishonest
participant (the arbiter, Alice or Bob). The attacks can be related to the quantum
nature of the scheme (thus performing quantum attacks), or to the classical parts of
the[ S]cheme. An informal security analysis of the scheme from Section 2.2 can be found
in 3.

2.2 Informal description of the scheme

In this section, we give a short description of the arbitrated quantum authentication
scheme from [3]. The problem of authenticating a classical message in the presence of
a semi-trusted arbiter is based upon a non-repudiation technique due to Asokan et al.
[6]. Following this technique, the authentication consists of two parts and they must
be used together in order to create the complete authentication for a certain message.

The scheme consists of four stages: (1) The initialization phase in which Alice, Bob
and Trent obtain the necessary shared keys and agree on two hash functions. Alice will
also construct her hash chain; (2) The setup phase in which a non-repudiation token
for Alice is created; (3) The authentication phase in which Bob receives a message and
wants to verify that the message is authentic; (4) The dispute phase in which Trent is
requested to resolve a dispute between Alice and Bob.

The different steps in the setup phase and authentication phase are as follows.
Firstly, Alice sends the message and other information to be authenticated together
with a one-time ticket to the arbiter. The arbiter verifies the received information and
computes a non-repudiation token over the received data. This token constitutes the
first part of the authentication. Alice receives the token from the arbiter and produces
her one-time signature (second part of the authentication). Finally, Bob receives the
information from Alice and verifies the correctness of the non-repudiation token. Then,
he verifies the second part of the authentication, i.e., Alice’s one-time signature.

3 Analysis of the scheme

During the initialization phase, all participants agree on two collision resistant one-way
hash functions. Those functions will remain unchanged during the complete execution
of the scheme. In [3], no details were given on the appropriate hash functions. Secondly,
quantum encryption is used whenever a message is sent from one participant to another
in order to hide the quantum information securely. Encoding a message into a quantum
string was done by using the shared keys Kar, Kpr and Kap.

In this section, we discuss the hash functions together with the quantum encryption
and propose a method for reusing the shared keys.
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3.1 Universal hashing

Authentication is usually performed by sending a message together with a tag t. Veri-
fication is done by computing the tag of the received message, and comparing it with
the received tag.

We denote M the set of classical messages, T the set of tags and K the set of shared
keys. Let H = {hy : M — T}, be a family of hash functions. From this family, a

hash function is chosen uniformly at random by means of the shared key k € .

The authentication scheme commonly used in Quantum Key Distribution (QKD) is
the Wegman-Carter authentication scheme [4], because it offers information-theoretic
security. The hash function is selected by the shared key from a family of e—ASU,
hash functions [8] and for each message, a new hash function will be chosen from this
family. The demand of fresh key material is thus very high.

When several messages must be authenticated, the same hash function can be used
each time, but the tag should be encrypted with a one-time pad (OTP). Alice thus
appends hg, (m) @ r to her message m, where k; is used for all messages and r is a
one-time pad. This second scheme uses less key material and is called an authentica-
tion scheme with key recycling. In this case, we use a weaker family of hash functions,
more precisely an e—almost XOR universaly (e—AXU,) family of hash functions [9].

Even though the second authentication scheme consumes less key material, we still
need a OTP in order to provide information-theoretic security. This requirement is im-
practical due to the need of synchronization between Alice and Bob. Therefore, Bras-
sard [5] proposed a modification to the Wegman-Carter scheme by replacing the OTP
with a pseudo random number generator (PRNG). The seed for this PRNG consists
of a shared secret key between Alice and Bob and Brassard showed that this authen-
tication scheme offers computationally secure authentication. Remark that Brassard’s
scheme uses two secret keys: one key will be used as the seed for the PRNG and the
other key will select a hash function from an e—ASU, family of hash functions. This
hash function remains unchanged during the execution of the protocol.

3.2 Discussion

In this section, we first discuss the choice of the two hash functions as explained in [3]
and then, provide more detailed information on a more suitable choice of the functions.

On the hash chain. During the initialization phase [3], the participants agree on a

one-way, collision resistant hash function: A (-) : {0,1}" — {0,1}"" which will be used
by Alice for generating a hash chain (see [3] and [6] for a detailed discussion). The
notation A’ () can be seen as a keyed hash where the known key is the concatenation
of Alice’s identity (I D or A) together with the counter, ¢ (i =n—1,n—2,...,1).

The signer Alice will select a random secret key K 4 and construct her hash chain,
starting with her secret key as seed: K9G, K}, K3, ..., K, where

K\ =Ka, K\ =h'(Ka)=ha (K7
and t denotes the number of messages Alice wants to authenticate.
The hash function A () must be selected at random, but needs to be known to all

participants. The security of the scheme is based on the one-wayness of the chosen hash
function and its collision-resistance, more precisely its second-preimage resistance.
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On the second hash function. During the initialization phase, the participants also
agree on a second one-way, collision resistant hash function: H (-) : {0,1}" — {0,1}".
Besides transforming the information into a string of fixed length, the generated hash
indicates if the information sent from one participant to another was received correctly.

We will now elaborate on this second hash function H (-) and explain that it does
not have to be the same function for Alice, Bob and Trent. They can mutually agree
on different hash functions, only known to two participants each time.

The authentication schemes from Section 3.1 are based on symmetric key principles,
and therefore, they repose on the mutual trust between the participants. Since we
consider an authentication scheme for mutually distrusting and deceitful parties, we will
adapt the described authentication schemes and include the non-repudiation property.

In the key recycling authentication scheme from Wegman-Carter, the shared key
does not to be renewed for each message, but we still need to use a OTP for each
message (which can be seen as a new key for each message). Therefore, we will use the
authentication scheme from Brassard as starting point.

Assume Alice wants to send a message m to the receiver Bob. First, she needs
to contact Trent with the following information: the data to be authenticated, i.e.,
my = (IDa,IDp,m,i), and a one-time ticket, K*. This one-time ticket is defined by
the hash function and therefore only known to Alice. m,, stands for the public classical
message, which is known to all participants. The different steps in the set-up phase
are as follows.

1. Alice computes the information she wants to send to the arbiter:
mr = Kj4||Hk1 ([DA, [DB,m,z',KA) y

where Hy, (-) is taken from a strongly universal family of hash functions. The
key ki is a shared fixed key between Alice and Trent.

2. Instead of using the XOR operation from Brassard’s authentication scheme, we
encode the classical message mp into a quantum string by using the quantum
encryption for classical messages (see Table 1). Alice and Trent need to agree on
two orthonormal bases and a shared secret key will denote which basis is used
during the encryption. The shared key K, is obtained from the outcome of a
PRNG, where the seed was specified by a shared fixed key ko. K* and m/. denote
the i—th bit of the key K and the message my respectively. For each bit of
the message, m/,, the quantum state is determined by its value and the value of
the bit K*. Note that for each bit of the message, another bit from the output
sequence of the PRNG is used and that the key K is completely independent
of the message mr. The key K used for the quantum encryption will thus be
renewed for every message. The length of K must be the same as the length of
the message my, more precisely n; + no.

This means that the key K47, shared between Alice and Trent, consists of the
concatenation of ki and ko, i.e., Kar = ki||ko.

map =0 mp =1

K'=0 10) )
E'=1|+)=300+1)||-)= %(\0> - 1)

Table 1: Quantum encryption of classical messages
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After applying quantum encryption on the message my, Alice sends the quantum
message |mr) = Ex (mr), together with m, = (ID4,[Dpg,m,i) to the arbiter. The
classical information is sent through an unauthenticated public channel.

After reception of the quantum and classical information, the arbiter measures the
received qubits |my) with the bases determined by the outcome of his PRNG and

he obtains my. The arbiter is interested in the one-time ticket K’ and therefore, he

computes Hy, (ID4,[Dg,m,i, K%) and verifies that this corresponds to the received
information from Alice.

We now analyze the security of this authentication method. For every message
exchanged between Alice and Trent, the hash function Hy, () will remain the same,
but the encryption key K will change, according to the sequence of bits generated by
the PRNG. The PRNG used by Alice and Trent is a deterministic (or cryptographic)
PRNG that produces a sequence of bits which distribution is indistinguishable from
the uniform distribution. The security of a PRNG is defined as the hardness to tell
the difference between its pseudo-random sequence output and truly random sequences
(i.e., distinguishing attacks). A subclass of distinguishing attacks consists of state re-
covery attacks. A state recovery attack on a pseudo-random generator is an algorithm
that, given a pseudo-random sequence, recovers the seed [11]. In order to perform such
attacks, the adversary needs to know a subsequence of generated bits from the PRNG

Direct Cryptanalytic Attack), or he needs to use some knowledge on the PRNG input

Replayed-input attacks or Known-input attacks). Sometimes, the attacker can even
choose or manipulate the input to the PRNG (Chosen input attacks). Moreover, quan-
tum computing can be used for implementing efficient algorithms to certain problems
where an efficient classical algorithm is not known [12].

To attack a PRNG in quantum or probabilistic polynomial time, the adversary
needs to know some information on the sequence of output bits produced by the gener-
ator under attack. In our scheme, the output of the PRNG is hidden by the quantum
encryption. An attacker can perform some attack strategies, e.g., the intercept and
resend attack. The idea is to capture all or a proportion of the states sent by Alice to
Trent, and then prepare new quantum states (based on the measurement outcomes).
The attacker may learn something about the bases she chose by observing Trent’s
reaction.

The problem for Eve is that she can only access the public message m, and the
quantum encoded version of the message my. By looking at the outcome from her
measurements on the quantum states, she cannot obtain enough information. The
probability that her interfering will not be detected is 75% on each qubit. But if
Trent accepts the message from Alice (intercepted by Eve), Eve doesn’t know if she
selected the correct basis or not. In 25% of the cases, Eve obtained the wrong classical
message outcome, without knowing. In order to verify this, she can try to compute
Hy, (IDA,IDg,m,i, K') and compare her outcome with the corresponding second part
of her intercepted message m/.. However, Eve doesn’t know the key k1, needed to select
the correct hash function, and she doesn’t know the correct value of K. Therefore,
she can not verify her intercepted message and be certain of the outcome of the PRNG.
Attacking the PRNG in order to retrieve the secret key ks is thus impossible.

If Eve wants to attack the authentication method of this round, she can use the
same strategies as for attacking the authentication method of Brassard, which was
proven to be computationally secure. Including quantum encryption of the classical
message will enhance the security of the protocol.

Once the arbiter accepted the received message from Alice, he checks that b, " (K%) =
K in order to verify if K7y was indeed correctly created by Alice. If a message from
Alice containing K has not been received by him, he considers K as consumed and
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will update ¢ by 7 — 1.
~As the last step in the set-up phase, Trent sends back a message that links m to
K, such that it can only be verified by Bob, Ry. This message is in fact the non-
repudiation token and constitutes the first part of the authentication. Trent creates
a message Rr||Hg, (IDa,IDg,m,i, Ky, Rr) by using the same hash function Hy, (-).
This message is encoded by quantum encryption and sent to Alice. The key used for
this second encryption is a completely different key than the one for the first encryption.
Alice verifies the received information and retains Rr as the first part of her non-
repudiation token to Bob. This concludes the set-up phase.

For the rest of the protocol, we apply the same reasoning leading to a shared fixed
hash function Hy () between Alice and Bob. This function will be used for every mes-
sage sent between Alice and Bob. The encryption key, on the other hand, will change
for every message.

Since we use different hash functions for each pair of participants, and we encode
the classical information by quantum encryption, the scheme offers more security than
the scheme from [3]. The shared keys can be reused, thanks to the construction of
Brassard.

4 Conclusion

In this paper, we reviewed an arbitrated quantum authentication scheme. The scheme
offers authentication of classical messages and does not use entangled states. Just like
classical authentication schemes with arbitration, the scheme satisfies the property of
non-repudiation (by both the sender and receiver). Details on the scheme were given
with an emphasize on the hash functions and the issue of reusing the shared keys.
We compared the scheme with the unconditionally secure authentication schemes from
Wegman-Carter and from Brassard. Since we use different hash functions for each pair
of participants, and we encode the classical information by quantum encryption, the
scheme offers more security than the analyzed scheme.
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Abstract

Parkinson's disease (PD) is a chronic disorder that is characterized by severe
joint cognitive-motor impairments, which are difficult to evaluate on a frequent
basis. Home monitoring of PD extends and enhances the diagnosis process and
can lead to better treatment adjustment. In this paper we propose a video
monitoring system that measures the quantity and quality of two clinically rel-
evant motor symptoms. Our system separates the patients silhouette from the
background exploiting the HSV color-space properties. Further, the silhouette
is split into anatomical regions, which enables detection of the upper and lower
limb extremities. Finally, step length and arm-swing angles are measured to
assess Parkinson's disease severity. The experiments show that the system is
able to accurately measure the parameters (found tolerance 2-5%) related to PD
severity. Additionally, the results suggest that the system can be improved by
analyzing the dynamic behavior/patterns of the key parameters.

1 Introduction

Parkinson's disease is a progressive neurodegenerative disorder that has many motor,
as well as non-motor consequences. Amongst the various symptoms, slow movement,
postural instability, tremor and freezing of gait are characteristic to PD [1]. As the
disease progresses, it usually leads to deterioration of the physical functioning. In ad-
vanced disease states, patients with PD are rather dependent on daily home assistance.
Moreover, non-motor symptoms, including sleep disorders like disorder of REM sleep
behavior, cognitive problems and depression, are also frequently reported [2]. Because
of our ageing society, the absolute amount of PD patients is increasing. In addition,
the healthcare costs are 6-7 times higher for PD patients than for matched non-PD
individuals [3] and spending increases with disease severity. These factors have a major
social and financial impact on society.

Treatment with medicine can improve the motor symptoms, but after a few
years most patients experience a wear-off effect [4]. Monitoring clinical performance
of patients on the long term and finding a balanced treatment is difficult for various
reasons. One of the reasons is the inability to evaluate symptom severity on a frequent
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basis. In the current clinical practice, the patient visits the neurologist once or at
most a few times per year. During these visits, medical treatment is adjusted based on
patients experience and clinical assessment. This method does neither take into account
day-to-day changes in symptoms severity, nor is it able to register changes in different
moments of the day. Proposed solutions based on wearable accelerometers or pressure-
sensitive mats require proper placement on the body or floor [6]-[8]. Additionally,
maintenance is needed and this can become a burden for the patient. A more elegant
solution is an unobtrusive video-based system. There are several visual monitoring
systems proposed for home surveillance with clinical purpose, but they either monitor
only o[ne] component of the human gait [9], or specially colored costumes have to be
worn |10].

In order to solve the current challenges in PD motor symptom assessment,
we are designing an unobtrusive video-based system for PD movement analysis. The
system registers a set of body motion parameters that are clinically relevant and the
movement behavior of body parts is then automatically analyzed according to the
current clinical practice. Our approach aims at considering the quantity and quality
of motor symptoms for later detailed evaluation, which improves the sensitivity for
changes from day-to-day and for changes during different moments of the day.

In this paper, we present an innovative algorithm that is able to provide
robust measurements of motor symptoms dynamics for PD patients. Section 2 of this
paper explains the details of the processing stages applied to the video sequences and
Section 3 presents our initial experimental results. The conclusions are presented in
Section 4.

2 System for PD patient monitoring

In order to quantify the degree of impairment caused by the PD symptoms, we develop
a system that detects and registers clinically relevant movement parameters. Due to
their biomechanical nature, accurate location of the limbs is necessary. The parameters
we extract are step length and arm-swing angle. We choose these two as a starting step,
because they are associated with disease severity and are also commonly evaluated in
current clinical practice [11]-[13]. Therefore, measuring these parameters properly is
crucial for both aspects.

Silhouette
extraction

Body parts
delineation

Lateral extrema
detection

Angles &

distances &

registration '

Overlapping
example

Figure 1: Diagram of processing steps of the monitoring system, on the left. The input
image to the system is a patient video (first image) which goes through the processing
steps. The output consists of the input video combined with graphic elements indicat-
ing the measurements (last image). Example of the measured parameters (arm-swing
angle and step length), on the right.
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Let us now briefly discuss the video monitoring system in more detail. Our
video analysis algorithm consists of several steps (Figure 1, left). In the first step,
we employ a silhouette extraction technique based on background subtraction. This
separates the human silhouette from the background in the raw images. The back-
ground is obtained by averaging video frames in the beginning of the video, where the
human is not present, and then subtraction is performed in the HSV color space. This
color choice is motivated by the challenges that arise in the home-monitoring scenario.
These challenges include similar colors in the foreground and background, uneven il-
lumination and shadows. For better foreground segmentation, our technique exploits
the ability to independently differentiate between color, saturation and brightness of
the foreground object and background, which are illuminated by the same light source.
These are favorable properties which are specific to the HSV color space [14]. The
differences in each channel are normalized and then summed up to give a grayscale
image. Then, by applying a threshold on the newly formed image, a binary mask is
obtained. Noise and other possible movements of object that are part of the back-
ground also appear in the mask. Therefore, using the a-priori knowledge that video
monitoring is exploited in a home environment and that there is only one human in
the frame, the largest connected component is selected and preserved. Further, the
algorithm verifies the height and orientation of the selected component. If the height
is above a predefined value and the orientation is within the interval between -60 to
460 degrees with respect to the vertical axis, then the blob is considered to represent
a standing human.

The following step is body-part delineation, where the silhouette is split into
regions of corresponding human anatomy. To achieve this, we apply proportions that
are derived from the height of the silhouette. The proportions are defined according
to the study of Plagenhoef et al. [15], who have determined relationships between the
height of a human and the average length of the other body parts. By applying these
findings, the silhouette is separated into head, shoulders, trunk, thighs and feet regions.

Once the anatomical regions are known, in the next stage several points of
interest are determined. These points are the center of the shoulder region and the
lateral extremities of the trunk and feet regions. The lateral extremities represent the
hands and feet during the walking motion. The center of the shoulder region is later
used as a reference point to draw the angle between the vertical axis and the line that
connects the hand and shoulder. This represents the arm-swing angle. The Euclidian
distance between the two extremities of the feet is expressed in pixels and represents
a measure of the step length. The examples of these measurements are presented in
Figure 1, on the right.

During the angles and distances registration step, these parameter values
are registered in a list from which plots can be drawn for later clinical evaluation.
Additionally, we visualize the detected points of interest and the measured parameters
on the input video. This helps the clinician to have an intuitive view over the measured
parameters and their temporal dynamics.

3 Experimental results

Our initial experiments are performed in an environment with various background
colors, where we record videos of a healthy volunteer. The parameters are evaluated in
two types of scenarios and they are registered only if certain conditions are satisfied.
The obtained data is then compared with the ground truth, by performing a Mean
Absolute Error (MAE) analysis.

The video sequences are captured with an HD Panasonic HC-V720 camera at
50 fps. The room contains background objects that are similar in color to the volunteers
clothes and the volunteer is asked to act and walk naturally in two different scenarios.
The first scenario assumes the individual is walking into the scene (Figure 2). In this
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case, the registration starts only when the human silhouette is not connected to the edge
of the image and when it is above a predefined height. The height threshold prevents
registration of wrong measurements, as the body proportions change when for e.g. the
individual is bent. In the second scenario, called timed up and go test, the individual is
sitting on a chair in the scene and then he stands up, walks a certain distance within the
scene, comes back and sits in the chair again (Figure 3). This is a standard clinical test
for PD patients in the gait laboratories. The action is usually timed by the clinician
between the moments that the patient stands up at the beginning, and sits down
again at the end. To reproduce this, our algorithm starts timing and registering the
parameters only when the silhouette height is above the predefined threshold, while
it is not connected to the edges of the image. The registered parameters are saved
and then used to obtain diagrams (Figure 4), from which gait patterns can be later
extracted.
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Figure 2: System output for three different moments during monitoring. Example for
walking in the scene scenario with ground truth annotations of: step length (middle)
and arm-swing angle (left).

The camera is positioned such that the walking actions will be captured from
a lateral view, enabling correct detection and registration of the parameters. The field
of view of the camera covers, in this case, an approximate distance of 7 meters. For a
healthy individual, this results in an average of 6 steps, 4 arm swings and the time per
one direction walk is approximately 9 seconds.

To verify the accuracy of our system, the angles and distances are manually
annotated on the video sequence by a human observer at key moments of the human
gait (Figure 5). This is done with the help of Kinovea software, which is a component
from an open source library, commonly used for biomechanical analysis of human body
movement [16]. The annotated values are considered ground truth and further com-
pared with the values from our system, obtained for the same frames. We make use of
the MAE, which gives an indication of how close the measurements are to the ground
truth.

In this set-up, a total of 23 valid step lengths and 10 arm-swing angles have
been registered, for both scenarios. The remaining measurements, during stopping or
turning, are ignored because, for our investigation, these phases of human gait do not
possess any clinical value. The MAE comparison results in mean step-lengths of 241.9
and 240.3 pixels with an MAE of 8.6 and 5.3 pixels, respectively. The arm-swing angles
comparison yields a mean of 39.5 and 33.8 degrees with an MAE of 1.8 degrees, for
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Figure 3: System output for three different moments during monitoring. Example for
timed up and go scenario with ground truth annotation of: step length (right).
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Figure 4: Diagrams of arm-swing angles in degrees (left) and step length in pixels
(right).

both scenarios.

4 Conclusions

In this paper, we have studied a home-monitoring system for PD patients in order to
quantify the degree of impairments caused by PD symptoms. The system is based on
an algorithm that first separates the human silhouette from the background, then splits
the body into anatomical parts and finally measures and registers clinically relevant
parameters. Our monitoring system requires relatively static background environment,
for deriving a mean background image. We have implemented a novel human body
segmentation method that approximates anatomical regions, which are further used to
detect parts of the upper and lower limbs.

The results show good compliance with the ground-truth measurements and
they suggest that the system can objectively measure symptoms in patients with PD
in the home environment. However, several technical challenges arise regarding the
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Figure 5: Examples of ground-truth annotations: step length (left) and arm-swing
angle (right).

possible motion interruptions and irregularities. Example challenges are an interrupted
walk, arm swing due to performing a task in daily routine, walking irregularities or
unequal arm swing. In these situations, analyzing the patterns associated with the
registered parameters will enhance the system. This improvement will allow the reliable
detection and analysis of more complex PD symptoms like arm-swing asymmetries and
freezing of gait, which is left for future work.

This work is only an initial study with positive implications. Our final objec-
tive is to create a monitoring system that can help clinical evaluation of PD symptoms
by bringing a diagnostic tool into the home environment. This will allow to further
refine and balance the decision-making process in the diagnosis and treatment of PD.
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Abstract

Long Term Evolution (LTE) has become one of the main cellular technologies
to cope with the tremendous demand for higher data rates in mobile commu-
nications. Typical LTE base stations are designed to operate continuously at
full power to meet this demand, while the diversity of the network load allows
however a large flexibility in the assignment of resources. Most schedulers are
designed with the goal of having benefits in terms of total throughput or fairness.
Nevertheless, the impact on energy consumption is rarely considered. Therefore,
it is of paramount importance to develop algorithms that allow base stations to
reduce their energy consumption by considering changes in the network load. To
tackle this problem, we propose two new scheduling algorithms that exploit the
users’ channel conditions to reduce the energy consumption. Using a state-of-
the-art base station power model, we show that by serving users at time slots
when they have favorable channel conditions, and delaying transmissions when
they have unfavorable channel conditions, we can use higher modulation and
coding schemes that increase the energy efficiency of the base station. Still, we
guarantee a minimum QoS by setting a maximum delay time.

1 Introduction

Long Term Evolution (LTE) has become one of the main cellular technologies to cope
with the tremendous demand for higher data rates in mobile communications [1]. For
this purpose, typical LTE base stations are designed to operate continuously at full
power in order to meet the quality-of-service (QoS) of all the potentially connected
users, regardless of the operating conditions. This increases the operational expenses
for the network providers as well as the environmental impact, which has been a growing
concern in the ICT industry in the last years [2, 3.

In cellular networks there is a large variability in the network load due to the
changing number of users connected to the network. Also, the traffic generated varies
drastically from application to application. This allows the base stations a large flexi-
bility in the assignment of resources.

Most schedulers are designed with the goal of having benefits in terms of total
throughput or fairness. For instance, users that have favorable channel conditions
or stringent QoS requirements are scheduled with higher priority since otherwise the
important performance metrics could be degraded. However, the impact on energy
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consumption is rarely considered. Therefore, it is of paramount importance to develop
algorithms that allow base stations to reduce their energy consumption by considering
changes in the network load without sacrificing the minimum QoS requirements. As
the base station downlink transmissions are amongst the largest contributors of energy
expenditure in cellular networks [4], we focus on the downlink transmissions in this
paper.

To tackle this problem, we propose two new scheduling algorithms that exploit the
users’ channel conditions to reduce the energy consumption. Using a state-of-the-art
base station power model, we show that by serving users at time slots when they have
favorable channel conditions, and delaying transmissions when they have unfavorable
channel conditions, we can use higher modulation and coding schemes that increase
the energy efficiency of the base station. Still, we guarantee a minimum QoS by setting
a maximum delay time.

Our first proposed algorithm is based on proportional fairness, which favors a high
instantaneous data rate and penalizes a high average data rate. However, the proposed
algorithm penalizes a high average energy consumption instead, hence rewarding energy
efficiency. The second proposed algorithm considers the period of time that a user has
not been served, hence rewarding users that are able to postpone their transmission.
Both of the proposed algorithms have been evaluated in a LTE standard-compliant
framework and compared against the most well-known scheduling algorithms for LTE.
Simulations show that our proposed algorithms have a lower energy consumption at
the cost of a small degradation in throughput, while guaranteeing minimum QoS con-
straints.

This paper is organized as follows. Section 2 describes the system model including
LTE radio interface characteristics and the baseline and proposed approaches. Section 3
shows the performance evaluation. Finally section 4 draws the conclusions.

2 System Model

2.1 LTE radio interface

In LTE, a physical resource block (PRB) is the minimum resource allocation unit for
a user. It is formed by 12 consecutive subcarriers, or 180 kHz, with a duration of one
time slot (1ms*). Each scheduled user is assigned by the base station a transmission
scheme composed of a certain modulation and coding rate. This transmission scheme is
based on the channel quality indicator (CQI) fed back by each user, which is computed
based on measurements of the reference signals (RS) transmitted by the base station
over the whole bandwidth. This value is computed for the whole bandwidth or per
PRB, as assumed in this paper.

Based on the RS, users compute the CQI as the index corresponding to the highest
modulation and coding transmission scheme that supports a block error rate not ex-
ceeding 10%. The CQI is hence a measure of both the signal-to-interference-and-noise
ratio and the receiver capabilities in a certain PRB [1]. The CQI can take one of 15
possible values as described in Table 1 [5]. After receiving the CQls of all users, the base
station assigns the PRBs to each user with the modulation and coding rate indicated
by the CQI. Although the CQI feedback procedure is standardized, the assignment of
PRBs to users is the manufacturer’s choice of implementation and it is done at each
base station independently.

*Although 3GPP defines the duration of a PRB as 0.5ms, the minimum resource allocation unit
for a user is 1ms. Hence, in this paper we assume the duration of a PRB to be 1ms without loss of
generality.
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SINR (dB) CQI Modulation Coding rate for Energy per
a 1024 size block information bit (uJ/bit )

-6.937 1 QPSK 78 5.43
-5.148 2 QPSK 120 3.53
-3.181 3 QPSK 193 2.20
-1.253 4 QPSK 308 1.38
0.761 5 QPSK 449 0.95
2.699 6 QPSK 602 0.71
4.694 7 16QAM 378 0.57
6.525 8 16QAM 490 0.44
8.573 9 16QAM 616 0.35
10.366 10 64QAM 466 0.31
12.289 11 64QAM 967 0.26
14.173 12 64QAM 666 0.22
15.887 13 64QAM 772 0.19
17.813 14 64QAM 873 0.17
19.828 15 64QAM 948 0.16

Table 1: SINR and CQI mapping with energy consumption.

2.2 Base station power model

The PRB assignment has an impact on the energy efficiency of the base station. Intu-
itively, a high modulation order and a large coding rate can transmit more information
bits in each subcarrier, hence minimizing the energy consumed per information bit.
This can be seen in the last column of Table 1 [6].

To compute the energy per information bit, we use the EARTH power model [4, 7],
which is based on the individual power consumption of each of the components forming
the transceiver of a base station. These components are grouped as power amplifier
(PA), radio frequency (RF), baseband processor (BB), digital converter (DC), cooling
system (CO), and main supply (MS). The power consumption of these components
varies according to the network load, the bandwidth, the number of antennas, and the
type of base station: macro, pico, or femto. For a macro base station with 2 transmit
antennas and 10 MHz bandwidth, the power consumption of the different components
of the base station is as shown in Fig. 1.

One of the main features of this power model is the scalability it provides based
on the network load, which allows to reduce the energy consumption when the base
station is not operating in fully loaded conditions.

2.3 Baseline scheduling algorithms

In this section, we present the most common scheduling algorithms used in cellular
networks. We assume that each PRB can be assigned to a different user and that the
time slot duration is lms.

2.3.1 Round Robin [8]

The PRBs are assigned in a circular fashion without taking into account the users’
channel conditions. Every PRB is assigned to a different user until all the PRBs are
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Figure 1: Average power consumption of a macro base station with 2 transmit antennas
using 10 MHz bandwidth as a function of the network load [6].

assigned. If more PRBs remain to be scheduled, every user is assigned another PRB,
and so on.

2.3.2 Maximum CQI (Max-CQI) [8]

Each PRB is assigned to the user which reported the highest CQI in each PRB, max-
imizing in this way the total throughput. This means that at time slot ¢, PRB k£ is
assigned to the user ¢ that has the highest ratio:

i = argmaxrr(t), (1)
where () is the number of information bits per time slot of user i when using the CQI
computed for PRB k. This value can be obtained from Table 1 using the corresponding
modulation and coding rate.

2.3.3 Proportional fairness (PF)

This scheduling algorithm presented in [9] sacrifices maximum throughput at the cost
of achieving fairness for all the users. With this algorithm, at time slot ¢, PRB k is
assigned to the user ¢ that has the highest ratio:

ri(t)

. i
i = argmax RO (2)
where R; represents the average number of information bits of user ¢ from the assign-
ment of PRBs from previous time slots and

Bi(t) = menltn=1rEO-ri(-1) (3)

9

where i i
f(#) — rk(t— 1
m= O Zr 2L ()
and where 7;(t) is the average number of information bits from all the PRBs assigned
to user ¢ in time slot ¢.

76



2.3.4 Minimum CQI (Min-CQI)

This scheduling algorithm is used only as a bottom line and we assume that it assigns
the PRBs to the user which has the lowest non-zero CQI. This results in achieving
the minimum throughput and corresponds to assigning PRB £ to the user ¢ with the
lowest ratio:

i = argminr¥(t). (5)

%

2.4 Energy-efficient scheduling algorithms

In order to increase the energy efficiency of the base station, we propose two algorithms.
The main idea of both is to exploit the users’ channel conditions to reduce the energy
consumption. Specifically, by serving users at time slots when they have favorable
channel conditions, and delaying transmissions when they have unfavorable channel
conditions, we can use mostly higher modulation and coding schemes that increase
the energy efficiency of the base station. In our simulations we assume favourable
conditions if the CQI reported by a particular user for each PRB is above 5.

Whenever the transmission to a user is delayed, the EARTH power model allows the
base station to reduce the energy consumption because of the reduced network load.
To avoid starvation of resources for a user with continuously poor channel conditions
and to avoid disturbance in the retransmissions, a transmission is delayed only if it
is not a retransmission from a previously erroneous packet, and if the user has not
delayed transmissions for more than 10 time slots. By setting this maximum delay
time, we are able to guarantee a minimum QoS to each user.

2.4.1 Power-based proportional fariness (PPF)

This algorithm is based on the PF approach. However, instead of using the average
number of information bits per user, we use the average consumed energy per user.
In this way, this algorithm favors a high instantaneous rate of information bits and
penalizes a high average energy consumption. This means that at time slot {, PRB &
is assigned to the user ¢ that has the highest ratio:

k
. ri(t)
1 = argmax W’ (6)
where Fj; is the average energy consumed from the assignment of PRBs from previous

time slots to user ¢ and _
a;(t) = nSlgn[(n—l)(ef(t)—ei-“(t—l))]’ (7)

where i i
“(t)—ei(t—1
po G —et=1) (8)
and where ef(t) is the energy consumed from the assignment of PRB k to user i in
time slot ¢ obtained from Table 1 and é;(¢) is the average energy consumed from all
the PRBs assigned to user ¢ in time slot ¢.

2.4.2 Window-based proportional fairness (WPF)

This algorithm considers the period of time that a user has not been served, hence
rewarding users that are able to postpone their transmission. Similarly as PPF, it
favors the instantaneous rate of information bits, but it rewards a long transmission
delay. This means that user ¢ is scheduled if

i = arg max r¥(¢)(T")", 9)
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Parameter Value

Number of users 15
Bandwidth 1.4 MHz
Simulation time 2s
Maximum speed 50 km/h
Minimum speed 3 km/h
Channel profile ITU pedestrian B
Number of transmit antennas 1
Number of receive antennas 1

Table 2: Simulation parameters.

where T represents the window of time since the last time slot in which user i was
scheduled. The variable n is a factor that tunes the weight of this period of time. In
our simulations we set it to 2.

3 Performance evaluation

In this section we analyze the performance of the baseline and proposed scheduling
algorithms in terms of power consumption and throughput using the parameters of
Table 2. The power consumption is computed based on the energy per information bit
of Table 1 for each assigned PRB, while the throughput is computed based on the rate
of information bits obtained from the modulation and coding rate per PRB of Table 1.
For our simulations, we use a LTE standard-compliant framework and the EARTH
power model [4].

—-£—-RR

—-©—-Max-CQl
PF

—¥— PPF

0. WPF

‘ _ | B-Min-CaQl

2 4 6 8 10

SINR (dB)

Figure 2: Power consumption of the baseline and proposed scheduling algorithms.

Fig. 2 shows the total power consumption of the base station. Max-CQI and PF
lead to the largest power consumption as they both serve users with the highest instan-
taneous rate of information bits, regardless of the energy consumption. As expected
Min-CQI leads to the lowest energy consumption, while RR shows an average perfor-
mance.
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The proposed energy-efficient algorithms, on the other hand, are able to drastically
reduce the energy consumption of the base station compared to Max-CQI and PF. This
comes at the cost of a decrease in the total throughput as seen in Fig. 3. As expected,
Max-CQI offers the largest total throughput as it maximizes the instantaneous rate of
information bits. PF offers a lower throughput as it achieves fairness for all the users
by sacrificing maximum throughput. The proposed energy-efficient algorithms offer

a throughput higher than RR for all SNR values and higher than PF for some SNR
values.

~-FR

—6— Max-CQl

25 PF

—¥— PPF
WPF

—B— Min-CQl

N

Throughput (Mbps)
&

=4 -2 0 2 4 6 8 10
SINR (dB)

Figure 3: Throughput of the baseline and proposed scheduling algorithms.

Nevertheless, the previous analysis gives no indication of how the throughput is
distributed among the users. For this purpose, we plot the cumulative distribution
function (CDF) in Fig. 4.
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Throughput (Mbps)
Figure 4: CDF of the baseline and proposed scheduling algorithms.

Evidently, Max-CQI offers the best performance in terms of the probability of
achieving a certain throughput, while Min-CQI and RR offer the worst performance.
PF offers the same performance as Max CQI for low throughput, which shows the
fairness achieved by this approach. However, the proposed energy-efficient approaches
are able to achieve a performance close to Max-CQI for low and high throughput and
better than PF for high throughput.
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4 Conclusions

In this paper we have proposed two energy-efficient scheduling algorithms for downlink
transmission in LTE networks that exploit the users’ channel conditions to reduce the
energy consumption. Using the EARTH base station power model, we show that by
serving users at time slots when they have favorable channel conditions, and delay-
ing transmissions when they have unfavorable channel conditions, we can use higher
modulation and coding schemes that increase the energy efficiency at the base station.
Still, we guarantee a minimum QoS by setting a maximum delay time. The simulations
show that we can drastically reduce the energy consumption with a small sacrifice in
total throughput.
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Abstract

We study the effect of Wi-Fi or other forms of interference on unicast multihop
802.15.4 traffic in a sensor network, based on a layered state-driven Markov chain.
The probability of a successful transmission attempt is treated as a conditional
probability that depends on the state, that is, on the previous experience that the
packet had with the presence of harmful interference. This allows us to evaluate
end-to-end success probabilities.

1 Introduction

The increasing popularity of wireless sensor networks has led to a rapid growth in the
number of devices that use the IEEE 802.15.4 standard. To allow for fast deployment,
the IEEE 802.15.4 opted for the 2.4 GHz ISM band. However, the presence of other
wireless technologies like Wi-Fi (IEEE 802.11) or Bluetooth (IEEE 802.15.1) across
the same band potentially causes coexistence issues, leading to loss of reliability for
the network or inefficient use of the radio spectrum. Wi-Fi transmitters are the more
concerning since they are commonly used in office or residential environments.The co-
existence of 802.15.4 and Wi-Fi has been a subject of many previous papers. Most
papers focus on the power differences and the large differences in time constants be-
tween the slow 802.15.4 and the fast 802.11 in accessing the channel [1, 2]. Publications
on interference within an 802.15.4 network are also relevant. In [3], the back-off state
of a node has been modeled as a Markov Chain. We adopt a similar model, but with
a number of differences: We include the impact of Wi-Fi interference but initially ne-
glect interference from other ZigBee nodes. We consider a unicast multihop network,
in which packets follow a particular route, that is, we extend the model to include
more than one hop. The probability of sensing the channel busy is assumed in [3] to
be a constant, that is, independent of the history of the packet in the network. We
extend this by considering a conditional probability of sensing the channel busy, which
depends on whether it has experienced idle or busy channels in the past. The rest of
the paper is structured as follows. The network interference is modeled in section 2.
Section 3 provides an overview of the IEEE 802.15.4 protocol with the aim to derive
an accurate model for our analysis. A layered Markov model is formulated in section
4. Each-subsection includes a layer describing a different protocol operation. Finally,
concluding remarks are given in section 5.

2 The Interference Model

The network interference, for instance from Wi-Fi, will be modeled as a stochastic
process C’(t) that is independent of the packet network. This implies the assumption
that the 802.15.4 network does not affect Wi-Fi devices, which is true for a specific
distance range (region R3 in [2]). We will compare two different models in the following
sub-sections.
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2.1 Markovian Interference Model

Here, we assume that the interference is a binary on-off process alternating between
active and idle periods. Let {Cy,(t) : t > 0} represent a stochastic process with discrete
state space S = {1,0}, 1 representing a clear channel (idle state) and 0 the busy state.
The process transitions from idle to busy state, independent of the past, according to a
continuous-time Markov chain. This process can be fully described by the finite state
space S = {1,0}, the transition matrix P;(t) and the holding-time rates ax, k € S.
Every time that state k is visited, the chain spends on average t; = 1/a; units of time
there before moving on. Once we choose particular ¢; and ¢y, that is, the average inter-
frame idle time between two consecutive IEEE 802.11 packets and the average time
that the Wi-Fi traffic is on respectively, not only we fix the holding rates, but also the
probability «y is defined as 79 = P.(Cyp(t) = 1) = t1/t60 + &1).

The transition probabilities can be calculated by solving the Kolmogorov backward
equations for the CTMC with transition matrix P;(¢). For the given two state CTMC
the transition matrix are of the following form:

@ = _a1 _ai —ai
P](t) = <a0(;;a1 ao(;&-lm) + (ao_—zgl aoc%m) e—(ao-‘ral)t (1)

ap+ai ap+ai ap+a1  aoptai

2.2 Interference Traffic Model based on measured data

In this traffic model, we assume that the interference pattern is characterized by mea-
surements at a survey site. Let C,,(t) be a stochastic process that describes the channel
status at instant time ¢, t € [0, 7.

Cm(t) =

{1 if E(t) < Ey, )

0 if E(t)> En

In the above equation, E(t) is the measured interference power level at time ¢ and
Ey, is the threshold value above which we assume that 802.15.4 communication is
disrupted. The clear channel rate (79 = P.(C,,(t) = 1) is obtained directly from
measured realizations ¢,,(t),t € T of the stochastic process C,, () in a sampling window
of length T'.

3 IEEE 802.15.4 Standard Overview

We review the IEEE 802.15.4 protocol in order to derive a simplified but sufficiently
accurate model. IEEE 802.15.4 employs CSMA/CA for medium access control. When
a node has a packet to transmit, it backs off for a random number of backoff slots
(each slot lasts for Ty, = 0.32 msec) chosen uniformly between 0 and 28 —1. After the
backoff, the channel is checked using a clear channel assessment (CCA). If the channel is
sensed idle, the node starts transmitting its packet. This transmission can be successful
or run into a collision, for instance because Wi-Fi is ignorant of 802.15.4 traffic. These
transmission failures can be remedied by a positive acknowledgment scheme (ACK),
that is, the packet is retransmitted up to a maximum number of retries R, if no
acknowledgment packet is received. If the the maximum number R is exceeded, the
protocol terminates with a communications failure. On the other hand, if the channel
is found to be busy, the backoff exponent (BE) is incremented by one and the node
waits for a new random number of back off slots until the channel can be sensed again.
This procedure continues up to a maximum number N of allowed back-offs and the
protocol terminates with a channel access failure.
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4 Formulation of the protocol model

The protocol operations, as described in section 3, are modeled in the form of a layered
Markov Chain presented in Fig.1. A detailed description of each layer is provided in
the following sub-sections.

f fer

©

Figure 1: Layered state transition diagram for protocol operations

4.1 The Random Delay Mechanism

The random delay mechanism in CSMA/CA can be approximated by means of a
discrete-time transition chain as shown in Fig. la. The random back off period be-
fore attempting a CCA is represented by a transition to one of the Delay, states,
d € 0,28 — 1]. We assume that the conditional idle probability P.(C|D = d) for a
clear channel assessment depends on previous observations and the observation delay
7 = dT}s, i.e., on how long ago these previous observation have been done. In this
paper, we are not (yet) interested in latency. Thus we have no need to consider time-
driven Markov chains and we will further collapse this into an event-based Markov
chain. We use the model of Fig. 1a to calculate the probability of sensing the channel
idle during CCA.

P(C)= Y R(CID=aRD=d =z 3 PCID=d) 3

We can distinguish two different cases:
Initial back-off: No evidence about channel status

In the case of the first attempt to access the channel, we have no previous knowledge
about the channel status. Thus, the probability Pr(C|D = d)) to sense the channel
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idle after the backoff time 7 = dT}, is assumed independent on time 7 and equal to the
clear channel rate for both interference models.
1 2BE 1 QBE 1
55 > Pr(ClD=d) 23E Z % ="0vd € 0,27 =1 (4)
d=0

£ (C) =

Channel assessment following a busy detection

When a node is attempting to access the channel given that it was sensed busy in
the previous attempt, we know that there was an on-going Wi-Fi transmission in the
medium. We assume that probability Pr(C|D = d) to sense the channel idle given a
previous busy detection after the back off waiting time 7 = dT;, depends on the result
of the previous CCA attempt. This probability will be estimated for the two traffic
models:

i. Markovian Interference traffic model

The probability to sense the channel idle (state 1) after time 7 = dT}; given that
now is in state 0 is given by the (2, 1) entry of the transition matrix P;(7). Thus
according to Eq.3:

1 2BE_1 1 2BE_1
P.(C) = 755 > Pr(C|D=d)= 557 > P, (dTh.),d €027 —1]  (5)
d=0 d=0

ii. Interference traffic model based on measured data:

Similarly, we are interested in the conditional probability of an idle channel assess-
ment at time ¢ 4+ 7 given that the previous CCA at time ¢ indicated a busy channel.

P, (C) = 23% ™ PACW(t +dTi,) = 11C(t) = 0} (6)

Fig.2 shows the probability P,.(C') of a channel idle assessment after backoff time 7 given
a previous busy channel detection for the two interference models. The calculations in

thab\llly Pr(C) to sense the channel idle at time © Prubablmy PriC) to sense the channel idle at time 1
afier a previous busy channel assessment after a previous busy channel assessment

e 7m5 +  Raw dala
Fitted Curve

o
 Markovian Interference

i +tu=2ms I
08| —e—1=10ms i & oot o8l

o7t i i i 1 o7t

(C;

Probability PriC)

Probability Pr(C)

= L L L 1 1 L 1 1 1
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(a) Markovian Interference traffic model (b) Measured data traffic model

Figure 2: Probability P,(C') of a channel idle assessment given a previous busy channel
detection
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Fig.2b are based on measured data collected from a survey site in an office environ-
ment in Shanghai [4]. In both models, we can observe that the previous busy channel
detection provides us with information about the consequent channel assessment, i.e.,
the probability to sense the channel idle is lower than the unconditional probability v
(red line). The green dots in Fig.2b present the results from the Markovian interference
model assuming the same average busy time (%).

4.2 Back-off state Markov Model

Extending the backoff state b, as proposed in Fig.1b, a Markov Chain is constructed.
We start from the first attempt to access the channel, till either the channel is sensed
idle and the packet is transmitted or the maximum number of back-off stages N has
been reached and the protocol terminates. We use the following notation: b, denotes
the n'* back-off attempt, n € [1,..., N], pt a packet transmission and the CAF state
denotes protocol termination with a channel access failure. Finally, B(t) represents a
stochastic process such that:

B(t) = {by,pt,CAF},n e [l,...,N] (7)

Let Pg be the transition matrix of the Markov chain with transition probabilities*:

Pg(bylby1) =1 —cy (8)
Pp(ba|pt) = ca (9)
PB(bN’CAF) =1- CN (10)

The transition probabilities ¢, are the idle probabilities P.(C) as calculated in the
previous sub-section (c; from Eq.4 and ¢, from Eq.5-6. Filling in the transition matrix
Pg, enables us to determine the overall probability f to terminate the protocol with
a channel access failure (reach CAF state in Fig.1b). This probability is presented in
Fig.3. for a different number of allowed backoff attempts V. The dashed lines present
probability f in the case that we do not consider conditional probabilities. That is,
the probability to sense the channel idle (¢,) given a previous busy detection does not
depend on history and is considered equal to the clear channel rate.

fprobability to terminate with channel access failure fprobabilty to terminate with channel access failure
T T

fprobability
&
fprobability

I . -~ . . . —
4 05 06 07 08 09 o 0.1 02 03 04 05 06 07 08 09 1
Clear Channel rate 1, Clear Channel rate v,

L L L
0 o1 02 03

(a) Markovian Interference traffic model (b) Measured data traffic model

Figure 3: Probability f to terminate the protocol with a channel access failure

*For sake of notational simplicity, we shorten Pp(B(t) = a)|B(t + 1) = b) as Pg(alb).
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4.3 Single Hop Markov Model

In order to model the packet re-transmission attempts, we extend the backoff state
a, as proposed in Fig.lc, starting from the first transmission attempt, till either the
packet has been successfully transmitted to the next hop or the maximum number
of allowed retries has been reached. At any point in time, a packet is in one of the
following states: state a,, during which a node is contending to access the channel, state
pt,, where a packet is being transmitted in the current retry, the s state denoting a
successful packet transmission or in the CAF or CF states that denote a channel access
failure or a communications failure respectively. Finally A(t) represents a stochastic
process such that:

A(t) = {a;,pt,,s,CF,CAF},r € [1,..., R] (11)

Let P4 be the transition matrix of the Markov chain with probabilities:

Pa(a|pt,) =1~ f (12)
Py(a,|CAF) = f (13)
P(pt,|s = s, (14)
Pa(ptylaci) =1 —s; (15)
Pa(ptg|CF) =1 —sgr (16)

Filling in the transition matrix P4, enables us to determine the probabilities foar
(reach CAF state in Fig.1c) and feop (reach CF state in Fig.lc). Transition prob-
abilities f are calculated as in sub-section 4.2 and probability s, (successful packet
transmission after a clear CCA) will be estimated in the following sub-sections:

i. Markovian Interference traffic model
In this case, a lossless channel is assumed, i.e., we do not take into account any form
of packet losses that may occur during the transmission (s, = 1). Since a packet is
always transmitted successfully, for the Markovian interference, we do not model the
ACK packets and we do not consider any packet retransmissions (R = 1). Thus, the
overall probability to fail to transmit the packet in a single hop is as presented in Fig.3a.

ii. Interference traffic model based on measured data:
We adopt a similar approach to [5], in order to consider a packet failure after a clear
CCA. Let S(t) be a stochastic process denoting the availability of the channel for a
transmission of duration ¢, starting at instant ¢, ¢t € {0,7 —¢,}.

L+t

1, if [ Cnt)dr=t,
S(t) = titp (17)
0, if [ Cn(t)dr <t,
t

where ¢, denotes the time duration that the channel needs to be free of interference.
The clear channel rate vy, is defined as v,, = P.{S(t) = 1}.

Surprisingly, experiments in [4] revealed that the probability to find a clear time slot
for a successful packet transmission is virtually not correlated with the outcome of
the preceding CCA. Using this as an approximation, the probability of a channel clear
assessment and the probability of a successful packet transmission become independent.
Thus the probability for a successful packet transmission (s,) is equal to the clear
channel rate 7,
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Figure 4: Estimated failure rate of the 802.15.4 32-byte packet transmission in a single
hop under Wi-Fi interference

Fig.4 shows the overall probability to fail to transmit the packet in a single hop (foar+
fer). A number of repetitive re-transmission attempts significantly reduces the failure
rate. The circles in Fig.4a present measured failure rates from a lab test in Shanghai [4].
Our theoretical estimation of the failure rate in a single hop is very close to the fitted
curve of the above mentioned measured rates, denoting the accuracy of the model.
From Fig.4b we can observe that at low clear channel rate the protocol mostly fails
during CCA. However, as the clear channel rate increases transmissions fail even if
CCA denoted a clear channel.

4.4 MultiHop Markov Model

At the highest layer of abstraction, a Markov chain is constructed that follows the
packet as it passes over multiple hops. At any point in time, a packet is in one of
the following states: state my, including the channel access mechanism and the packet
transmission in the current hop h, the s state denoting a successful transmission or in
the CAF or CF states that denote a channel access failure or a communications failure
respectively. M (t) represents a stochastic process such that:

M(t) = {my,s,CF,CAF}, h € [1,..., H] (18)

Let Pys be the transition matrix of the Markov chain with transition probabilities:

Py (mp|mpt1) =1 — (fear + for) (19)
Pyr(my, |CAF) = foar (20)
PM(mh|CF = fCF (21)
Py(mpls =1 — (foar + for) (22)

Filling in the transition matrix Py, enables us to calculate the end to end probability of
a successful packet transmission in all hops as presented in Fig.5. As expected, as the
number of hops a packet has to pass through to reach the final destination increases,
the probability of a successful transmission decreases. The difference in the two models
is due to the fact that in the case of the Markovian Interference, we assume that the
802.15.4 packets are always transmitted successfully (s, = 1).
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5 Conclusions

Our model was motivated by a need to analyze and predict the performance of IEEE
802.15.4 under IEEE 802.11 (Wi-Fi) interference. We adapted and extended a Markov
Chain analysis to account for Wi-Fi interference to a unicast multihop CSMA/CA
network. The main strength and novelty of this model is that it accounts for a chang-
ing conditional probability of successful transmission, as the node makes successive
attempts, given the history of earlier transmission attempts. Preliminary results in a
single hop, showed good agreement with the measured failure rates, indicating that
the model can be used in a multiple hops scenario. Results revealed that when the
channel is very busy (14, < 0.4) the failure rate increases dramatically. Increasing
the re-transmission attempts R is not recommended,as most transmissions fail during
CCA. Other measures, like frequency agility, should be performed. At high 7, values,
transmissions fail even after a clear CCA, indicating that the channel should be free
of interference for a gap length at least equal to the 802.15.4 packet for a successful
transmission. Packet re-transmissions are now essential, however, increasing R too
much does not have a huge impact (recommended value between 3-5).

End to end probability of failure in all hops End to end probability of failure in all hops

©
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(a) Markovian Interference traffic model (b) Measured data traffic model

Figure 5: End-to-end failure rate of the 802.15.4 packet transmission in many hops for
N=5 allowed back off attempts and R=4 packet re-transmissions
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Abstract

We propose a digital signature scheme for dynamic coalitions. Particularly, we
enable members to join and leave. Our scheme does not need trusted or oblivious
third parties (TTPs or OTPs). In this distributed scheme there is a changing
secret group key dependent on the members in the group. Each member’s secret
key remains the same for all group compositions. The downside of this approach
is that we need to keep track of the signatures signed by each group composition
to prevent backlogging. We use One-Way Accumulators to minimise the amount
of information that needs to be saved for this.

1 Introduction

In various collaborative environments such as alliances for joint peacekeeping military
operations or joint emergency responses to the spread of e.g. an infectious disease such
as Ebola, coalitions are formed to achieve common objectives by resource sharing and
joint decision making. In practice the coalition members are dissimilar with regards to
their disposition. In the Ebola example they vary from private and non-governmental
organisations (such as the Red Cross and Doctors Without Borders), to governmental
organisations (such as the military, hospitals, local and federal government). In general
each of the coalition partners has its own policies and will participate in the joint
operation for a limited period of time. This makes the coalitions very dynamic. In
peacekeeping operations partners will join and leave the coalition. It is clear that
while they are participating in the coalition they should share information as efficiently
as possible. However, if a partner leaves the coalition this partner should no longer
have access to the shared information. On the other hand if a new partner joins the
coalition it should have access to the shared information. In other words, access control
is essential. Therefore it should be possible to authenticate users that log on to the
combined information network. To authenticate a user it is essential that users have
their own private key and that the public keys are certified by a Certification Authority
(CA). The CA is a very important factor in the coalitions. It is more important still
that all partners take part in it, as in practice the coalition partners do not accept
one commonly trusted party that can be used to provide the coalition partners with
their secret signing keys. When the coalition partners want to be able to place a
signature jointly without addressing a Trusted Third Party (TTP), there are several
distributed key generation and signature protocols available. In 2014 Van der Lubbe et
al. [4] described a distributed (n,n) signature scheme for a dynamic coalition defence
environment, which can be expanded to a (n + 1,n + 1) signature scheme. A (k,n)
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threshold signature scheme requires k out of n group members to sign a message. So
in an (n,n) signature scheme all n group members participate in the signing process.
Their scheme is based on the modified ElGamal type signature scheme described by
Park and Kurosawa [3]. In order to avoid usage of one TTP they proposed the usage
of two OTPs . But the usage of OTPs has its disadvantage; if they work together there
are potential weaknesses in the scheme. In this paper we propose a dynamic (n,n)
scheme where OTPs are not needed.

Our aim is to create an (n,n) signature scheme for our dynamic coalition. N is
the current set of members of this coalition. Each member has an unique identifier
0;. We denote O as the set of unique identifiers of all members of N'. More formally
O = {0;|i € N'}. During every phase only the current set of members N can give out a
signature. This requires only the cooperation of every member in A/. When the group
composition changes, members keep their own secret key.

In Section 2 we give a static protocol and the challenges to make it dynamic. Then
in Section 3 we present our dynamic protocol. Section 4 concludes the paper.

2 A static group N

First we will give a static signature scheme as introduced by Park and Kurosawa [3].
We refer to this as the static scheme. We will then expand this scheme to a dynamic
scheme, enabling members to leave and join the set V.

The following applies to both schemes: p and ¢ are large primes such that ¢ divides
p — 1. g generates the group G, which is a subgroup of Z,, of order g. We assume p,
g and g are publicly known. In every case m is the message that all parties agree to
by signing. This can be e.g. a public key of an individual or information about the
changes in the group composition. We use h(m) to denote the hash value of m where
h is a publicly known hash function with a range from 1 to ¢ — 1.

2.1 Static Initialization Protocol

First we give the initialization protocol for the static scheme. The protocol reads as
follows:

1. Each member i € N chooses a random secret z; from Z,.
2. Bach member i € N broadcasts y; = ¢ mod p to all other members.

3. Each member in N computes y = [],. ¥ = g mod p.

Hence, in the initialization we have each member pick a secret key z; and share the
corresponding y; with each other. The shared secret x is defined as follows:

A

This shared secret is not known by any member. However, the corresponding value of
y is known by all members.

2.2 Signature Issuing Protocol for a static group N

Secondly we give the signature issuing protocol in the static scheme. The protocol
reads as follows:
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1. Each i € N chooses a random secret 3; from Z,.

BEDY B

ieN
Here f is the shared random secret, not known by any member.
2. Bach i € N broadcasts ¢; = g% mod p to all other members.

3. Each i € N reveals a; = g% where v; = wz; + h(m)B; mod q. Here w is equal
to v mod ¢ with v = [[,_y&; = ¢° mod p.

4. Each member in N verifies that Vj, a; = (y;)*(c;)"™.

5. Each member in N computes a = [[;cp @ = [Len 97 = gXien i = gt where
t =wx + h(m)s mod q.

The validity of the signature (¢, w,y) is verified by
w = (/M my=w/Mm) mod p) mod g

We have altered the original protocol slightly by revealing ¢” instead of ;. We do
this so that it becomes harder to derive x; from this value.

2.3 Backlogging

Imagine we would use the static protocol for a dynamic group and have a group N
as well as a group N/ = N U {k}. Where k is the new member that is joining. The
initial group was N which gave out several signatures before admitting member k. In
this situation the group N can still give out signatures pretending & has not yet joined
because k has no way of knowing rather a signature given out by N was created before
or after it joined. If a signature is given out by N after k joined it is backlogged. We
will prevent this backlogging using One-Way Accumulators.

2.4 One-Way Acummulator

A One-Way Accumulator (OWA) is a one way membership function. Depending on the
implementation only an identifier (such as the hash of a document) or and identifier
and a witness value need to be provided by the party identifying itself.

For our implementation, we require that the OWA has no trapdoor. This is because
if there were a trapdoor, there is no way for any group N to know rather the previous
groups know this trapdoor and as such can backdate additional signatures. Trapdoor-
less OWAs have been given by Lipema [1] and Nyberg [2]. It is inefficient to have to
send the witness values to the certificate holders after the OWA is no longer being
updated. As such we choose to use an OWA that does not update the witness values
when more values are added. We use an OWA as given by Nyberg [2] that does in fact
not use a witness value at all but is instead based on bloom filters. This does mean
that the amount of memory required is linear to the amount of elements saved. When
the OWA is initialized the amount of items it can contain needs to be determined, the
size can not be increased later.
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3 A dynamic group N

We define two kinds of signatures: regular signatures and group signatures. Regular
signatures give out certificates to individuals using their identifying information e.g.
their public key. Group signatures on the other hand are used to confirm changes to
the composition of group N'. We use 