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Abstract — We study properties of graph colorings
that minimize the quantity of color information with
respect to a given probability distribution on the ver-
tices. The minimum entropy of any coloring is the
chromatic entropy. Applications of the chromatic en-
tropy are found in coding with side information and
digital image partition coding. We show that mini-
mum entropy colorings are hard to compute even if
a minimum cardinality coloring is given, the distri-
bution is uniform, and the graph is planar. We also
consider the minimum number of colors in a minimum
entropy coloring, and show that this number can be
arbitrarily larger than the chromatic number, even
for restricted families of uniformly weighted graphs.

I. DEFINITIONS

A coloring of a graph G is an assignment of colors to the
vertices of GG such that any two adjacent vertices have different
colors. The well-known graph coloring problem is to find a
coloring with as few colors as possible. The minimum number
of colors in a coloring of G is the chromatic number of G,
denoted by x(G).

A probabilistic graph is a graph equipped with a probabil-
ity distribution on its vertices. Let (G, P) be a probabilistic
graph, and let X be any random variable over the vertex set
V(G) of G with distribution P. We define the entropy of a
coloring ¢ as the entropy of the random variable ¢(X). In
other words, the entropy of ¢ is the sum over all colors i of
—p; log p;, where p; = Zz:d)(z):i P(x) is the probability that
X has color i. The chromatic entropy Hy (G, P) of the prob-
abilistic graph (G, P) is the minimum entropy of any of its
colorings. It was first defined by Alon and Orlistky [3] and
gives the minimum quantity of color information contained in
any coloring of a probabilistic graph.

Applications of this definition can be found in zero-error
source coding with side information at the receiver [3, 5, 6],
and compression of digital image partitions created by seg-
mentation algorithms [1, 2]. In fact, minimum entropy color-
ings of a characteristic graph directly induce good codes for
the two problems.

II. HARDNESS

This result improves on a recent hardness result from Zhao
and Effros [6].

Theorem 1. Computing a minimum entropy coloring of
(G, P) is NP-hard, even if P is the uniform distribution, G
is planar, and a minimum cardinality coloring of G is given.

Proof. (sketch) Let F be a planar graph with n > 1 vertices,
and let G be the graph obtained from F' by attaching a tri-
angle to each vertex and adding a vertex-disjoint 4-clique to
the resulting graph. In other words, let G be the graph de-
fined as G = F' U K4, where V(F') = {v,v",v" : v € V(F)},

E(F') = {{v,v'},{v/,v"}{v",v} : v € V(F)}, K4 is the com-
plete graph with four vertices and V(F') NV (K4) = (). Since
G is planar and has a clique of size 4, we have x(G) = 4.
Moreover, a 4-coloring of GG can be found in polynomial time.

Now consider the problem of finding a minimum entropy
coloring of (G,U), where U is the uniform distribution. It
can be shown that the chromatic entropy of (G, U) is at least
the entropy, say Ho, of a coloring with three color classes of
cardinality n 4+ 1 and one class of cardinality 1, and that we
have H,(G,U) = Hy if and only if F' is 3-colorable.

Hence a polynomial algorithm for computing a minimum
entropy coloring of (G,U) could be used to check the 3-
colorability of any planar graph F, a problem known to be
NP-complete. O

III. NUMBER OF COLORS
We define x (G, P) as the minimum number of colors needed
in any minimum entropy coloring of (G, P), and A(G) as the
maximum degree of any vertex in G.

Theorem 2. xu(G,P) < A(G) + 1.

Theorem 3. xu(G,P) is not bounded by any function of
x(G), even if P is uniform and G is a bipartite graph, a tree,
or a planar graph.

Proof. (sketch) The construction is as follows, starting with
a graph with chromatic number at least 2. We attach a large
set of independent vertices to each of its vertex. If these in-
dependent sets are sufficiently large, it can be shown that
minimizing the entropy requires that they are colored with
the same color. In this way, we increase x g by one unit. The
chromatic number is not changed by this operation. The con-
struction can be iterated to increase x g at will while keeping
X constant. O

Theorem 2 can be proved by contradiction.

A long version of this paper together with updated results
is available [4]. The authors wish to thank Noga Alon, Ertem
Tuncel and Nicolas Cerf for useful comments.
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