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Preface

When I started writting this dissertation I had two objectives in mind. The first and
most important was to present the results that I have obtained during my four years
of PhD at the Center for Quantum Information and Communication of the Université
Libre de Bruxelles, under the supervision of Nicolas Cerf. The second objective was to
write a detailed introduction to the subjects that I have been working on, in order to
help new PhD students starting research on these themes.

Since I have been working on two rather different subjects during my PhD, quan-
tum optics with continuous variables and quantum information theory with continuous
variables, I have written two independent introductions to fundamental concepts. This
explains why nearly half of this dissertation presents fundamental concepts.

Structure of the Dissertation

The dissertation starts with an historical introduction to quantum mechanics, its para-
doxes and the new field of quatum information theory. The Introduction situates
historically both subjects of my thesis: the Bell tests and quantum key distribution.
The rest of the thesis is divided in two parts. Part One concerns different applications
of the photon subtraction operation, such as the generation of arbitrary single-mode
quantum states of light or the generation of bipartite quantum states of light useful
for a loophole-free Bell test. Part Two is centered on the theoretical analysis of the
security of quantum key distribution with continuous variables.

Part One starts by introducing in Chapter 1 the fundamental aspects of quantum
optics, such as the usual states and operations that can be implemented on a quantum
optical table. Chapter 2 revisits quantum optics from the perspective of the phase-space
representation, which is the basis of quantum information processing with continuous
variables. Chapter 3 presents the concept of photon subtraction as a simple way to
generate non-Gaussian states, illustrated by the generation of arbitrary single-mode
quantum states of light by combining photon subtractions and displacements. Finally,
Chapter 4 presents a proposal of loophole-free Bell test using homodyne detection,
where a non-local bipartite state is obtained by a double photon subtraction operation
over a two-mode squeezed vacuum state.

Part Two starts with Chapter 5 introducing Shannon information theory in a
slightly different way as done in current literature in order to make the transition
to quantum information theory easier to the reader, which is presented on Chapter
6. The first part of Chapter 7 is an introduction to quantum key distribution, with
the second half presenting the family of continuous variable quantum key distribution
protocols based on Gaussian modulation of Gaussian states. Chapter 8 and 9 contain
a detailed analysis of the security of those Gaussian protocols: Chapter 8 is centered
on individual attacks while Chapter 9 concerns collective attacks.
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How to read this Dissertation

An experienced researcher in quantum optics can go directly to Chapters 3 and 4,
while an experienced researcher in quantum information with continuous variables can
read directly Chapters 8 and 9. Quantum information researchers used to work with
discrete variables should read Chapter 2 in order to get acquainted to continuous
variables before reading Chapters 8 and 9. Finally a beginner on any of both subjects
of this dissertation should read Chapters 1 and 2 for an introduction to quantum optics
and phase-space representation, and Chapter 5, 6 and 7 for an introduction to quantum
information and quantum key distribution.
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Introduction

Just two dark clouds

The Industrial Revolution marked in the 19th century a major turning point in hu-
man social history. This major shift was powered by the developments in two different
branches of physics, thermodynamics and electrodynamics, combined with the old New-
tonian mechanics. Those three theories could efficiently describe most of the physical
phenomena known to date, confirmed by careful detailed experiments for many years.

The general feeling among the physics community at the time was to consider
physics as a perfectly assembled and closed structure where there was nearly no pos-
sibility for new big discoveries. The following advice by Philipp von Jolly, Planck’s
professor at Munich, expresses the mood prevalent at that time: ”theoretical physics
is a noble discipline, [...] but it is improbable that you could add something really new
of great relevance” [137]. Physicists were so absolutely certain of their ideas about the
nature of matter and radiation that any new concept which contradicted their classical
picture would be given little consideration.

Lord Kelvin spoke of only two dark clouds on the Newtonian horizon. The first
was the difficulty of conceiving the Earth as moving through ether; the second one
concerning the black-body radiation. Since then, physicists have fortunately succeeded
to clear the sky of those two dark clouds, but ironically, at the price of changing the
horizon. The first was cleared by Einstein’s theory of special relativity [66] which
changed the ”sacred” Newtonian point of view of space and time. The second opened
the way to quantum mechanics, a theory that confronts us with seemingly paradoxes
which contradict our deepest logical intuition about how nature behaves. Despite
the weirdness of the theory, it has succeeded to explain accurately a huge amount
of phenomena such as chemistry, nuclear physics and modern electronics which have
revolutionized our world.

The triumph of the Quanta

The frequency dependence of the energy emitted by a black body ! was puzzling physi-
cist, since 1859, as they were not able to explain its behavior using the usual tools of
thermodynamics and radiation theory. In his 1901 paper, Planck succeeded in deriving
the correct shape of the spectrum emitted by a black body, using an assumption that
was going to revolutionize physics. He assumed that the energy of the constituting
elements of the black body was present in discrete units, quanta [150]. Even if Planck
thought that his hypothesis was just an artefact that did not refer to real energy ex-
changes between matter and radiation, there was no return point, quantum theory was
born.

1A black body is an object that is in equilibrium with his environment, absorbing as much radiation
as it rejects. These properties make black bodies ideal sources of thermal radiation directly related to
their temperature.

vii
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In 1905, Einstein took this idea one step further and assumed that the radiation
was composed of discrete units of energy, the so called ”quanta”, which allowed him to
explain the photo-electric effect [67], which gave him the 1921 Nobel Prize. This revolu-
tionary idea of quantization was applied again in 1907 by Einstein to solid state physics
in his seminal paper explaining the specific heat of solids at very low temperature [68].
The first Solvay Conference held in Brussels in the autumn of 1911 ”Radiation and
the Quanta” heralded the take-off of the new theory, which started to be recognized
among the physics community.

At the same time that the theory of radiation was living a revolution on its founda-
tions, so was the theory of matter. In 1909, Ernest Rutherford and his team working
in the new research area of radioactivity had the idea to use the massive and positively
charged alpha particles to probe the structure of the atom. He observed backward
scattering [87] and showed that the atom must have an incredible small but massive
center carrying a positive charge. This led him to propose the orbital model of the
atom [162], where the recently discovered electron (M. J. Perrin in 1896 [149] and J. J.
Thomson in 1897 [186]) orbits around a massive and positively charged nucleus, much
like a miniature solar system. However, classical electromagnetic theory predicted that
such system should be highly unstable, the electrons radiating their energy until they
collapse into the nucleus. Bohr, who had come to Manchester to work with Rutherford,
solved the problem in 1913 postulating that the electrons were confined into a discrete
set of orbits [25]. In addition, Bohr successfully explained the spectral lines that had
been measured for hydrogen and the recently discovered helium [26]. The model im-
proved by Sommerfeld and Pauli set the basis of the nowadays atomic physics, which
is at the basis of modern chemistry. The explanation of the ordering of Mendeleyev
table of elements by this new theory of the atoms [27], is a beautiful example of the
astonishing breakthrough realized by Bohr.

Particle or Wave?

By the end of the 19th century most of the physicists were convinced that the light
was a wave, as Young’s double-slit experiments clearly demonstrated. Surprisingly,
Einstein’s work on the photo-electric effect needed to assume the light being a particle.
The corpuscular behavior was again confirmed by the observation of the Compton
effect in 1923 [50], which can be explained as a collision of an electron with a photon.
Both incompatible models of light (particle and wave) seemed to be necessary at the
same time to explain different experiments, giving birth to the first paradox of quantum
physics, the wave-particle duality. At the same time de Broglie postulated that not only
light has this wave-particle duality [57], but all existing particles should have a wave
behavior, and he succeeded to explain Bohr’s model of the atom as stationary waves
of the electron. An experimental confirmation of de Broglie revolutionary idea came
four years later when the wave behavior of electrons was experimentally demonstrated
independently by Davisson [56] and G.P. Thomson 2 in 1927 3.

Despite the important successes of the new theory of quanta, the theory was just
a combination of ad hoc quantization rules combined with usual classical physics. A
coherent formalism from which one could deduce the ad hoc quantization rules was
needed. The answer came in 1925 with two independent developments. The first
proposal was Heisenberg’s matrix mechanics, which he developed with the help of Max
Born and Pascual Jordan [29]. Because Heisenberg’s theory was a purely mathematical
formalism with no visual aid, physicists of that time preferred the second proposal by

2Ironically, it was the son of J.J. Thomson who demonstrated the particle behavior of the electrons.
3Since then, similar diffractive experiment has been carried out with bigger system, where the
actual record is an interference of fullerenes, a molecule consisting of 60 carbon atoms [6].
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Schrodinger [168], using a more familiar formalism for the physicist of that time, the
wave equation.

Schrédinger developed his famous equation based on de Broglie’s concept of matter
waves, believing that his approach would reduce quantum mechanics to classical physics
by defining his wave function as a density distribution of matter. But his dream
vanished when Max Born showed in 1926 that the square of the wave function was
indeed the physical probability associated to the particle presence [28]. This new
probability was not due to ignorance as in classical thermodynamics but was an intrinsic
property of nature. This new probabilistic interpretation combined with the major
discovery by Heisenberg of the uncertainty principle in 1927 [99] was a direct attack
to the foundations of the ”sacred” concept of determinism that had ruled in physics
since its beginnings. This tremendous earthquake on the foundations of physics made
many physicists dislike this new proposal. Among the most prominent was Einstein,
who coined the famous remark "I, at any rate, am convinced that He does not throw
dice”. This marks the divorce of Einstein with Bohr’s and Heisenberg’s interpretation
of quantum mechanics, called the Copenhagen interpretation. Einstein’s disagreement
with the ”orthodox interpretation” of quantum mechanics will last until his death in
1955.

The Interpretation Paradoxes

Although the Copenhagen interpretation provided a strikingly successful calculation
recipe, many physicists continued to think that quantum mechanics should be de-
scribed by a more fundamental and deterministic physical theory. Another of those
unhappy physicists was Schrodinger, who in 1935 proposed his famous ”cat’s thought
experiment” [169] which attempts to illustrate the incompleteness of Bohr’s interpre-
tation of quantum mechanics when going from subatomic to macroscopic systems.
Schrodinger imagined a cat placed in a box with a radiative atom and a Geiger counter
that activates a deadly poison fume killing the cat if the radiative atom decays. The
radiative atom being in a superposition of decaying and not decaying, it translates into
a macroscopic superposition of a dead and alive cat, which seems not acceptable as
a superposition of macroscopic object has never been observed. The response of the
Copenhagen interpretation to this paradox was that the act of observation collapses
the wave function in one of both states of the cat.

Even if most physicists were more concerned with practical applications of quantum
mechanics than by its interpretation problems, FEinstein did not give up. After arriving
to Princeton escaping from the Nazi rise to power, he proposed together with Boris
Podolsky and Nathan Rosen another ”thought experiment” now called the EPR para-
dox [69] after its authors names. The experiment considers a very special state com-
posed of two spatially separated particles that interacted in the past, having stronger
correlations than any classical system can have. Schrodinger coined the term entangle-
ment for this property. The authors suggested in their work a contradiction between
quantum mechanics and three assumptions that they considered to be necessary in
any reasonable physical theory:(i) causality; (ii) a definition of reality of a physical
quantity; (iil) separate systems should maintain separate identities. The authors being
convinced that quantum mechanics was then an incomplete theory, they suggested that
the probabilistic structure of quantum mechanics should be described by an underlying
deterministic substructure.

Einstein and Schrodinger were not the only ones to disliked the special role of mea-
surement in Bohr’s interpretation and the resulting probabilistic structure. In 1957,
Everett proposed in his PhD dissertation a new interpretation of quantum mechanics
which eliminates the special role that measurement has in the Copenhagen interpre-
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tation [74]. The crucial idea is that he considered the measurement process as an
interaction between the object and the measurement apparatus ruled by quantum me-
chanics, governed by the same rules as any interaction between two quantum system.
But the price to pay for solving the collapse problem is extremely high, as an even
stronger interpretation problem appears. Everett’s interpretation allows every possible
outcome of each event to exist in its own ”history”, the superpostion of ”Schrodinger
cat” becoming a reality!. The apparent randomness being just a perception of the
observer inside each ”history”. Everett’s interpretation became known as the ”many
worlds”, which has been an endless source of inspiration for science fiction writers.

Rather than remain stuck by interpretation problems of the theory, most physicists
took a pragmatic approach and continued using quantum mechanics to study unsolved
problems. The reason was simple but astonishing, quantum mechanics powered by the
new mathematically rigorous formulation developed by Paul Dirac [60]  and John von
Neumann [192] was succeeding to explain an incredible amount of phenomena such as
the basis of chemical reactions, nuclear physics and predicting the existence of new
particles such as the positron or neutron. The success of quantum mechanics was so
important that discussing about the interpretation and paradoxes was nearly a taboo,
a domain relayed to philosophers of science.

Entanglement Becomes a Reality

The EPR argument gained a renewed attention in 1964, when John Bell, a researcher
at the European accelerator laboratory CERN, derived his famous inequalities [15].
Bell showed that any deterministic substructure model following Einstein’s conception
of Nature (also called an hidden-variable model), while it satisfies causality, it yields
predictions that significantly differ from those of quantum mechanics. The merit of
Bell inequalities lies in the possibility to test them experimentally, allowing physicists
to test whether either quantum mechanics or ”hidden-variable models” is the correct
description of Nature.

A decade later, an important technology development allowed researchers to im-
plement sources of entangled states, allowing for the first time to test the foundation
principles of quantum mechanics. The first Bell test was carried out by Freedman and
Clauser in 1972 [80], which was later improved by Aspect, Grangier, Dalibard and
Roger, who performed experiments at the beginning of the 80’s [8, 9, 10] and more
recently by Zeillinger’s team in 1998 [195]. All the performed experiments observe the
violation of Bell inequalities as predicted by quantum mechanics. But from a logi-
cal point of view, these experiments do not succeed in ruling out a “hidden-variable
model”, as an extra assumption is necessary: the pairs of photons registered by the
detectors form a fair sample of the emitted pairs.

Even if there remains some controversy about the interpretation of the results of
Bell experiments °, most of the physicists agree that Nature does not behave as Ein-
stein’s model of "hidden variable” predicts. The confidence in quantum mechanics is
strengthened by two other experiments, the delayed choice experiment [110, 116] and
the GHZ paradox experiment [143], which cannot be explained by any classical model.
But from a purely logical point of view ”hidden-variable models” have not been ruled
out yet, as a loophole-free Bell test has not been carried out yet. In the first part of
this dissertation, we propose an experimentally feasible setup capable of carrying such
a Bell test in the near future.

In the last two decades quantum physics has lived a "renaissance” thanks to a

4Interestingly, Dirac proved that Heisenberg and Schrodinger interpretations were equivalent.
5For a detailed description of this controversy see the introduction of Chapter 4 of this thesis where
we present an experiment that if implemented would definitively close the debate.
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technological breakthrough that has allowed experimentalists to manipulate for the first
time individual particles and generate entangled states. Examples of such revolutionary
technologies are: the cooling down to absolute zero temperature, which has allowed
to trap individual atoms and ions; the generation of pairs of entangled photons; the
generation of Bose-Einstein condensates; or the superconducting quantum dots. This
has allowed physicists to transform the old ”thought experiments” into real experiments
which test the foundations of quantum mechanics every day in the laboratories, with
no failure of quantum theory predictions observed up to date.

The possibility of addressing atoms and photons individually has recently raised
the following question ”What happens if we encode information into microscopic par-
ticles?”. The answer is a promising new field of physics called Quantum Information.
This field results from merging quantum mechanics with two of the most important
theories of the 20th century, information theory and computer science, which developed
after the seminal works of Claude Shannon [175] and Alan Turing [187], respectively.

Information is Physical

Before continuing the presentation of quantum information let us jump back to the 40’s.
The Second World War acted as catalyzer for the research and development of new
technologies. Even if most of the developments took place in the domain of engineering
(rockets, jet propulsion or nuclear weapon research), also new branches of applied
mathematics, such as operational research, were born during the war. But probably
the two most important examples of theories born at that time are, information and
communication theory and computer science, as they are at the origin of another
technological revolution comparable to the Industrial Revolution, which has changed
our way of living in the last decades.

The landmark event that established the discipline of information theory, was the
publication of Claude E. Shannon’s classic paper ” A Mathematical Theory of Commu-
nication” in 1948 [175], kept secret during the war. Shannon information science has
become since 1948 a flourishing field, with numerous applications such as error cor-
recting codes used in digital communication and data storage. During the first years
of the development of information theory, the information was seen as an abstract
mathematical concept. This view smoothly switched to a more physical description of
information, where one can see a storing media (e.g. hard disk) as a collection of in-
formation units that can be in two different physical states, encoding logical zeros and
ones. This new physical point of view on information came along with some interesting
theoretical results such as Landauer’s principle [124] linking the erasure of information
to the dissipation of energy and the concept of reversible computation.

Let us return to the 90’s. During the last decade physicists started to study the
effects of encoding information in quantum objects, giving birth to Quantum Infor-
mation. This new field offers novel applications such as quantum computation and
quantum cryptography, which are impossible to get using classical information en-
coded in macroscopic objects, as done in current I'T applications. Quantum computers
are a promising technology that would allow decreasing the calculation time of many
interesting problems such as factoring large numbers or searching an unsorted database,
which are used in numerous applications. Quantum cryptography is the most devel-
oped application of Quantum Information, enabling two distant partners linked by a
quantum channel and a usual communication line to distribute a secret key unknown
to a potential eavesdropper. In contrast to nowadays cryptographic protocols, such as
RSA [160], which are based on the difficulty of solving some mathematical problems
such as factorization of large numbers (that could be broken by a quantum computer),
the security of quantum key distribution is stronger since it is assured by the laws of
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physics. During recent years, quantum cryptography has been the object of a strong
activity and rapid progress, and is now extending its activity into commercial products
proposed by some startups.

The interest of Quantum Information not only resides in its applications, the theory
is also interesting in itself as it gives a new insight on the foundations of quantum me-
chanics, which can be experimentally tested thanks to new technological developments.
This new way of thinking about quantum mechanics is starting to influence other fields
of physics where quantum effects are present, such as solid state physics, resulting in
unexpected and interesting contributions to those fields.

Continuous Variables

As for classical information, the quantum information can be divided into two families
depending on the encoding techniques: discrete variables (quantum-bit) and continu-
ous variables. Since the experimental demonstration in 1998 of unconditional quantum
teleportation [83], continuous variable quantum information has become a flourishing
field with many practical advantages over its quantum-bit counterpart, especially for
protocols related to communication. For example, if one uses the quadratures of the
electromagnetic field to encode continuous variables, linear optical circuits, coherent
detection and feed-forward are enough to implement many interesting protocols such
as cloning and quantum key distribution. Together with the simplification of the pro-
cessing operations, the use of coherent detection reaches a much higher optical data
rate than with usual photodiodes, allowing faster, cheaper and more efficient detectors.

Entanglement being the key resource for many quantum information applications,
the generation and manipulation of continuous-variable entangled states has been a
very important field of research during the last years, both theoretically and exper-
imentally. The usual way of generating continuous-variable entanglement in experi-
ments, such as in the teleportation experiment, is based on parametric amplification
processes. Interestingly, continuous-variable experiments do not suffer from two draw-
backs present in qubit-based implementations: (i) current optical sources of entangled
qubits do not succeed generating entanglement on demand; (ii) the measurement in
the basis of entangled states is not unconditional. The easiness of the generation, ma-
nipulation and measurement of entangled states makes continuous-variable quantum
information even more interesting.

The large majority of quantum states of light that are currently accessible in quan-
tum optics labs are the so-called Gaussian states, presented in Chapters 1 and 2 of this
dissertation. The major part of the optical operations that are nowadays accessible are
called Gaussian operations, as they preserve the Gaussian property of the states. Gaus-
sian states and Gaussian operation are crucial tools for continuous-variable quantum
information which have being extensively studied during the last years.

Unfortunately it was recently discovered that not all quantum information applica-
tions are implementable using just Gaussian states and Gaussian operations. For exam-
ple, universal quantum computation and entanglement distillation need more sophis-
ticated non-Gaussian operations, which has increased the interest over non-Gaussian
operations in the last years. One of the simplest non-Gaussian operations being acces-
sible today is the photon subtraction operation [139], which is the core element of the
first part of this PhD dissertation. In Chapter 3 we propose a technique to generate
highly non-Gaussian single-mode states of light based on this novel operation, Chapter
4 proposes an experimental setup capable of realizing a loophole-free Bell test using
the photon subtraction operation.

In the second part of this PhD dissertation, we study a continuous-variable version
of quantum key distribution. Chapter 8 and Chapter 9 treat a complete security
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analysis of a family of protocols based on Gaussian modulation of Gaussian states.
Those protocols are very interesting due to the practical advantages of continuous
variables described above.
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Chapter 1

Quantum Optics

1.1 Quantization of the Electromagnetic Field

In this section we introduce the quantization of the electromagnetic field and different
state representations such as the Fock state and quadrature basis.

Classical Description of Free Electromagnetic Field

The Maxwell equations of the electromagnetic field in the vacuum relate the electric
E to the magnetic field H. Since there is no current or electric charge present in the
vacuum, the equations have the form:

OH
E = —e— 1.1
V x €0 ot ) ( )
OE
V % Ho atv ( )
V-E = 0 (1.3)
V-H = 0, (1.4)

where ¢g and pg are the free space permittivity and permeability, respectively, satisfying
po€o = ¢ where c is the speed of light in vacuum. It follows that E(r,t) satisfies the
wave equation ,
9 0°E
VZE 52 = 0. (1.5)
This equation has a solution in terms of forward (backward) propagating plane waves,
traveling at the speed of light c,

E(r,t) = Z Ekel((’\) [akyAei(krf“”“t) + ozf;/\efi(kr*“’kt)} , (1.6)
K

where k is the index of the mode, A the polarization, wy the angular frequency of
the mode k, efj) the unit polarization vector, ay and «y are dimensionless complex

constants and
hw Y2
k
B = — 1.7
k < 260 ) ) ( )

contains all the dimensional prefactors. The magnetic field reads,
(N

1 k xe X .
H(r,t) = — Ey—— "k [a elkr—wit) 4 eﬂ(krfw’“t)}, 1.8
(r,t) o Ek S K\ I\ (1.8)
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with the electric and magnetic field in phase and with directions orthogonal to one
another and to the propagation direction.

Quantization

The radiation field is quantized by identifying ax x and aj , with the harmonic os-

cillator annihilation ax x and creation dL  operators, which satisfy the commutation
relation of bosons,

[, dL,7/\,] = kAN,
[ax,, Gx x] = 0,
[d;rc,m d;rc’,x] =0. (1.9)

The quantized electric and magnetic field take the form

Er,t) = Y Eyel’ [ak,Ae“kat)+aI{7Ae*i<kr*w’vt>], (1.10)
k

H(r,t)

)

1 k x el(c)\) ~ i(kr—wgt) AT —i(kr—wgt)
_ZEkT[akv)‘e 4 ay e k } (1.11)
Mo k

Fock States Representation

Single mode For a single mode of the field of frequency w we define the creation
and annihilation operators a' and a, respectively. The eigenstates |n) of the number
operator N = a'a with eigenvalue n,

ataln) = nn), (1.12)

are called Fock states or photon number states and are usually interpreted as corre-
sponding to the presence of n quanta of light in the corresponding mode. The states
[n) are also eigenvectors of the Hamiltonian

1
Hln) = hw(a'a + 5) = E,|n), (1.13)
with energy eigenvalue E,, = hw(n + 1/2).

Photon States The state containing no photons (|0)) is called the vacuum state.
Using the commutation relations (1.9) and the definition of the number operator (VN =
a'a) one can derive the relations

aln) = /nn—1), (1.14)
alln) = Vn+1n+1), (1.15)
which, applying a' successively on |0), give
In) = ——(a")"|0) (1.16)
n)y=—(a . .
V!

The Fock states (|n)) being eigenstates of the number operator, they obviously form
a complete basis of orthogonal states,

(njm) = 0p,m (Orthogonality), (1.17)

Z [n){n| = T (Completeness relation). (1.18)
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In general an arbitrary superposition of energy eigenstates reads,
[9) = 3 caln) (119)
n

More generally any state of one mode of light can be described by the density operator,
o0
p= Z pn,m|n><m|a (120)
n,m=0

where Tr[p] = 1 and p is a Hermitian (real eigenvalues \;) positive operator (\; > 0).

Multi-modes So far we have considered a single-mode field and have found that,
the photon number states {|n)} form a basis of the Hilbert space. This formalism can
be extended to multi-mode fields by defining the basis |nk),

|7’Lk> = |n1> & |TL2> R..Q |7’Lk> (1.21)

with n; photons in the first mode, ng in the second, and so forth.

Quadratures Operators
The definition of the electric field using the annihilation and creation operators (a,a')
given in (1.10) can be rewritten for a single mode as

E(r,t) = Epe [i: cos(kr — wyt) + psin(kr — wkt)} (1.22)

where the dimensionless operators & and p are the so-called quadratures of the electro-
magnetic field,

(a' +a) (1.23)

p=—=(a! —a), (1.24)
V2

formally equivalent to the position and momentum of an harmonic oscillator. The

operators & and p being Hermitian they can be measured as opposed to (a,a'). They

satisfy the commutation relation
[2,p] =1, (1.25)

which gives the well-known Heisenberg uncertainty relation

A&dp > ([ pll = 5. (1.26)

N =

with AA = ((A%) — (4)?)'/2. The operators & and p being formally equivalent to
the position and momentum, one can define, by analogy with classical mechanics, a
phase-space representation of the quantum state of light.

Quadrature Eigenstates

The eigenstates of the quadratures,

x|z), (1.27)
plp), (1.28)

®
5

=
s
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form two sets of orthonormal states,

(x|zy = 6(z—2a), (1.29)
plp") = dp-»p), (1.30)

such as the position and momentum eigenstates. Both ensembles are a resolution of
the identity,

+oo
IS (.31)

(1.32)

—
+
8
=
=
I
==

which shows that they are both complete orthogonal bases. Both bases are related by
a Fourier transformation,

1
= — dpe*™P|x), 1.33
W= o= el (1.33)

1 e —ixp
o) = \E/_oo de==7|p). (1.34)

The wave function and its Fourier transform of a given quantum state v read,

Coordinate Representation of Fock States

The coordinate representation of |n) is given by
on(z) = (z|n). (1.37)

It follows from the definition (1.24) that

1 1 0
a|0) = —= (2 +)|0) = —= — =0. 1.38
al0) = (6 +ip)l0) = 5 (2 + 57 ) nla) (139
After solving the differential equation we obtain
- 1 7x2/2

The probability distribution of the x quadrature is a Gaussian of variance o2 = 1/2,

1 2 1 —2?/20°

|¢o(2)[* = me_”” = We (1.40)

For higher photon numbers n we obtain the eigenstates of the harmonic oscillator

6 (@) = ——— H, (x)0 (), (1.41)

2"n

where H,,(z) are the Hermite polynomials [2].
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Moments of & (same for p) The mean value of an operator A on a quantum state
of light p reads,
(A) = Tr(pA). (1.42)

In the particular case of Fock states the mean value of Z is null,
(2) = (n|@|n) o (n|a’ + aln) = (njn +1) + (njn — 1) = 0. (1.43)

The second moment can be calculated in a similar way,

(@) = (nl#?In) = L(nl(@" +a)’In) = nl(@" + [a,a1] + 210 + %)), (1.44)
which gives, using (1.15),
(#2) = %(<n|n +2)+1+2n(n—1n—1) + (nn — 2>) =n+ % (1.45)

Notice that the same results are obtained for the p quadrature, which gives the uncer-
tainty product,

AZAP=n+ % (1.46)

which is minimum only for the vacuum state (saturating equation (1.26)).

1.2 Coherent States and Displacements

The number states form a useful representation of states with a small number of quanta.
Unfortunately perfect number states are extremely difficult to generate experimentally
for n > 2. On the other hand, lasers are very common sources of light, which generate
the so-called coherent states.

Definitions A coherent state, denoted |a), is an eigenstate of the annihilation oper-

ator,
ala) = alay, (1.47)

where « is a complex number (note that é is a non-Hermitian operator). Alternatively,
if one solves the Schriodinger equation for the light field emitted by a monochromatic
dipole whose current oscillation is of frequency w, one gets a coherent state [172]. We
observe that a coherent state can be seen as a displaced vacuum state, where D(«) is
the displacement operator,

aaf—a*a
la) =e |0) = D(«)]0). (1.48)
The displacement operator being a unitary operator we obtain

D'(a) = D~'(a) = D(~a). (1.49)
Properties Using the Baker-Campbell-Hausdorff formula provided that
[A,[A, B]] =0 and [B, [A, B]] =0 we have
eATB = eAeBeABI/2, (1.50)
We can then rewrite the displacement operator in the normal and antinormal forms,
D(a) = e~lol?/2g0a" —a"a (normal form), (1.51)

D(a) = elal?/2—aa aal (antinormal form). (1.52)
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Using the normal and antinormal forms and the Baker-Campbell-Hausdorff lemma

2
e @ABec = B o[A, B] + %[A, [A,B]] + ... (1.53)

we obtain the action of the displacement operator on the annihilation and creation
operators,

Di(a)aD(a) = a+« (1.54)
Di(a)a’D(a) = af 4o, (1.55)
where we see that D(«) displaces the operators a (a') by an amount « (a*). It is easy

to prove that the definition of the coherent state as a displacement of the vacuum is
equivalent to the definition as an eigenstate of a:

ala) = D(a) DT (a)aD(a) |0) = aD(a)|0) = ala) (1.56)
—_—
ata
as al0) = 0.
Similarly (combining Eq. (1.55)) one can find the action of the displacement oper-
ator on the quadratures of the field,

D'(a)zD(c)
D¥(a)pD(a)

i+ V2Ra (1.57)
P+ V23, (1.58)

where $ () is the real (imaginary) part.. We see that a coherent state (o)) results
from the displacement of the vacuum state (|0)) in the phase space by an amount
d; = v2Ra along the quadrature & and d, = /23« along p.

Expansion in terms of number states Using the normal form of the displacement
operator we obtain

—|a|? aat —a*a —|al? - an(dT)n
la) = e~lal/2gadl g=a%d)g) — ¢~ \/2ZT|0>, (1.59)
n=0

which finally gives,

) = eﬂal?/:; ﬁ'”>' (1.60)

We see that coherent states have an undefined number of photons, which allows them
to have a better defined phase than number states (which have totally random phase).
The probability of finding n photons in |a) is given by a Poisson distribution,
|a|2n

n!

p(n) = |(n|a)[? = e~ 1’ (1.61)

with mean value and variance such that (n) = A%n = |a|?.

Quasi-Classical States Coherent states are often called quasi-classical states as
the product of uncertainties in amplitude and phase is the minimum allowed by the
uncertainty principle (1.26), with

A3 = A?*p = % (1.62)

being the closest to a classical state where one knows exactly both the amplitude and
phase. The proof is similar to the calculation of the second order moment in (1.1),

(@%) = (a|(a™ + [a,a'] + 2aTa + a2)|a) = %(1 + (a+a)?) = % +(2)%,  (1.63)

which combined with A2% = (#2) — (2)? gives the desired result.
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Overcomplete Basis Using the definition (1.48) and property (1.49) we obtain,
(Bla) = (0|D"(8)D(@)[0) = (0] D(a = B)[0) = (O]a = B) = e =D/ (1.64)
giving finally,
[(Bla)* = el AT, (1.65)

Thus coherent states are not orthogonal, but become approximately orthogonal in the
limit where « is far from (3. The set of coherent states satisfy the completeness relation,

%/|a><a|d2cy:]1. (1.66)

This can be proved by using the expansion of coherent states in terms of number states
(1.60), the polar coordinates o = re’® and the integrals,

2
/ e MOl = 276, 1, (1.67)
0

and -
/ dxe ™ z" = nl, (1.68)
0

as shown in [172].

1.3 Linear Optical Operations

In the following we are going to detail the ensemble of linear operations that can
be applied to a multimode optical field. In most of the cases we will introduce the
Hamiltonian of the interaction using the creation and annihilation operators, as their
derivation is more intuitive. In some cases we will derive the transformation just for
the quadratures (Z, p), as they are physical quantities that can be measured in contrast
to creation and annihilation operators.

Heisenberg Equation of Motion

For an operator A which does not depends explicitely on time, the Heisenberg’s equa-

tion of motion reads
dA 1

At ih

where H is the Hamiltonian describing the system in the Heisenberg picture.

[A, H], (1.69)

Phase Shift

The phase is the crucial element of the wave behavior of the electromagnetic field. The
phase of a single beam has no physical meaning, as it cannot be measured since we have
only access to the phase difference between different beams. A usual way of applying
a phase shift on a optical beam is to increase the path length of the beam compared
to the others. Adding some transparent material with refractive index higher than
vacuum on the path of the beam has a similar effect.

In both situations the beam accumulates an additional phase 6 proportional to the
path difference or the interaction time (f = wAt) respectively. The corresponding
Hamiltonian (Hp) is simply the Hamiltonian of the free electromagnetic field,

Hy = hwala. (1.70)
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Using the Heisenberg equation of motion (1.69) we obtain
da
dt

which is a first order differential equation, that combined with the initial condition

a(0) = a;p, gives

= —iwla,a'a) = iwa, (1.71)

dout = € Pt = e Pai, (1.72)

and similarly, a),, = eal . Using the same technique with Hy = ho (32 4 p* — 1]
and using the initial conditions (£(0) = &, p(0) = pin) one obtains the quadratures

transformation,
z cosf sinf Z
[ p Lut_ [ —sinf  cosf } {ﬁ L (1.73)

which is just a rotation of angle # in the phase-space representation.

Beamsplitter

A beamsplitter is a semi-transparent mirror which transmits part of the incoming
signal and the rest is reflected. As shown in Fig. 1.1 when two beams are spatially
and temporally matched in a beamsplitter the outgoing modes are a coherent mixture
of both input modes. The interaction between two beams on a beamsplitter has the

2in
1|n 1out
]
N >
[
2out

Figure 1.1: Two light modes (1 and 2) are matched at the input ports of a beamsplitter
which outputs two linear combination of the input modes.

same effect as switching on the interaction described by the following Hamiltonian
H, = hw(aba, + alay), (1.74)

during a given time A¢, which coherently mixes both modes while preserving the total
number of photons (N7 + Nz). Using the Heisenberg equation of motion (1.69) we
obtain the system of differential equations of the annihilation operators of both modes
(a1,a2),

= —iwla, alas) = —iwas, (1.75)
% = —iwlag, abar] = —iwas, (1.76)

which reduces to the second order differential equation for a;
% = —w?a, (1.77)

dt?
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with a similar equation for as. The solution of the differential equation gives us the
transformation,

o]l SRy e ], 0

In the case of the beamsplitter the term cos(wAt) (sin(wAt)) becomes the square root
of the transmittance (reflectance) of the beamsplitter,

o] -1 ]

The phase ¢ on the non-diagonal terms results from the boundary condition on a semi-
transparent mirror which implies that reflected waves get a phase ¢ with respect to
transmitted waves. In the quantum optics literature the beamsplitter transformation
is currently written

(1.79)

(1.80)

az

a [ VvT VR i
VR —\T as |,.~’
which can be derived from the previous equation by applying the change of variable
dp — idGz. The minus sign can be chosen arbitrarily in front of the v/T' term of the first
or second line, both being equivalent up to a local phase.

The transformation of the quadratures in vector notation # = (&, p
lated in a similar way and reads,

e VR

where I is here the identity in C2. The minus sign can be chosen arbitrarily in front of
the v/R term of the first or second line, both being equivalent up to a local phase.

out

)T can be calcu-

(1.81)

t

Displacement

Previously we have defined the displacement operator D(«) without suggesting any
physical way of realizing it. The usual way of implementing the displacement operator
in the lab is shown in Fig. 1.2. The idea is to combine the optical mode we want to

Xin X out
ul

Figure 1.2: In order to apply a displacement o to a given optical mode. We combine
the target mode &;, with an auxiliary mode of amplitude a/+/1 — T into a beamsplitter
with high transmittance.

displace (quadrature &;,, ) with an auxiliary mode consisting on a high intensity coherent
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state of mean value d/v/1 — T, where d = v2(Ra, Sa) = (d, d,) into a beamsplitter
of high transmittance (T" — 1).

Using the transformation of the beamsplitter for the quadratures of the field (1.81)
the output quadrature Z,,¢ reads (similarly for poq.),

Fout = VT + V1 = Tiaue = VT + dy. (1.82)
On the other hand the variance of the output mode reads,

1-7)
2 )

A2Four = TA* T our + (1.83)
as the auxiliary beam being a coherent state we have A%Z,,, = 1/2. Equation (1.82)
shows that in the limit of very high transmittance (T' — 1) the output quadrature is
exactly the input quadrature displaced by d. Looking at equation (1.83) we observe
that the higher the transmittance is, the less the auxiliary beam disturbs the state.
The price to pay for a highly efficient displacement is the increase in the intensity of the
auxiliary beam, as a/v/1 —T — oo when T' — 1. There is a clear tradeoff between the
efficiency of the displacement operation on one side and the intensity of the auxiliary
beam we can reach and the transmittance of the beamsplitter on the other side.

Measurement

In quantum mechanics one can associate a measurement to each basis that is a resolu-
tion of the identity. In quantum optics we consider two types of measurement, those
that resolve the photon number states and those who measure the quadratures of the
field, as we present below.

Single Photon Sensitive Detectors

The measurement related to the Fock basis (photon number states) is the so-called
detector with photon resolution as it is capable of discriminating among all Fock states
(In){(n]). Unfortunately discriminating the photon number is so extremely challenging
that there is no actual detector capable of doing it efficiently. A more reasonable task is
the so-called detector with photon sensitivity that is capable of resolving between either
no photon (]0)(0|) or one or more photons (I —]0)(0|). Photon sensitivity is currently
achieved using avalanche photodiodes (APD) which are tuned to sense a single photon,
which is already technically very challenging.

Realistic APD

n ideal
APD b

—A—b)

Figure 1.3: A realistic APD with efficiency napp is modeled by placing a beamsplitter
of transmittance n4pp before an ideal APD detector.

Realistic APD A real APD has two sources of error. Firstly not all the photons
arriving at the detector generate an avalanche. The rate of detected compared to
arriving photons is called the efficiency (napp) of the detector. It is modeled by a
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beamsplitter of transmittance napp placed before a perfect detector, as shown in Fig.
1.3. Current APD detector technology reaches around 50% of efficiency at most. The
second source of errors is the so-called dark counts, as they correspond to spontaneous
clicks not heralded by any impinging photon. Fortunately, the effect of dark counts
can be reduced to a negligible value if the detector is triggered only when a pulse is
expected.

Homodyne Detection

The way of measuring the quadratures of the electromagnetic field is the so-called
homodyne detection shown in Fig. 1.4. The target mode (&, p;) is combined with a

X1
- Z(J ________ EZBS
(]
X X2
Lo
O epzT
‘ 0

Figure 1.4: The target mode Z; is combined with the local oscillator Xro into a
balanced beamsplitter. The intensity of the outgoing modes are measured with two
photodetectors, which after subtraction give a signal proportional to the measured
quadrature Z;. In order to measure among another quadrature &y we have to apply a
phase shift 6 using for example a piezoelectric transducer (PZT) to the local oscillator.

so-called local oscillator (LO) X1 into a balanced beamsplitter. The local oscillator
is the phase reference of the system, being a classical beam (~ 10% photons), where we
wrote X1 o for the quadrature of the local oscillator in order to stress its classical nature.
The local oscillator being the phase reference we can fix without loss of generality the
local oscillators quadratures to (X0, 0), then the outgoing modes 1,2 read

T = (JATt—l—XLO)/\/5 (
pro= B/V2 (
Z2 = (i~ Xro)/V2 (1.86
P2 = Pe/V2. (
The intensities of the outgoing modes are then measured using two photodiodes,
Y ko .o 9
11,2 = kNl,Q = 5(«@172 +p172 - 1), (188)
where the constant k contains all the dimensional prefactors. The two photocurrents

I > are subsequently subtracted and amplified with a low noise amplifier in order to
obtain an estimation of the quadrature z;,

k., . . A
L -1 = 5((33,5 +X10)? — (& — X10)?) = kXLod:. (1.89)
The local oscillator being classical its intensity kX7, can be estimated without dis-

turbing it, allowing one to calculate Z; from the difference of the photocurrents and
the intensity of the local oscillator. In order to measure the conjugate quadrature p;
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we apply a phase shift of 7/2 to the local oscillator transforming the local oscillator to
(0,Pro) which after subtraction of the photocurrents gives the quadrature p;. In full
generality one can homodyne any quadrature &y = cos 0% + sin 8p by applying a phase
shift 6 to the local oscillator, using for example a piezoelectric transducer (PZT) which
changes the path length of the local oscillator compared to the target mode.

The fact that the beam impinging on the photodiodes is classical, due to the in-
tensity of the local oscillator, strikingly simplifies the setup as we only need to use pin
photodiodes. In order to successfully implement a quantum homodyne measurement
the noise added by the electronics (amplifier and subtraction step) must be far below
the shot noise in order to be able to distinguish the quantum noise. As an example, the
different homodyne detections implemented by the group of P. Grangier in Orsay reach
an electronic noise which is 20dB below the shot noise [94, 127]. Despite being techni-
cally challenging, homodyne detection can reach extremely high detection efliciencies
of 90% [94, 152, 203].

Realistic homodyne detection The efficiency (npmrp) of an homodyne detection
is modeled by placing a beamsplitter of transmittance nggp before an ideal homodyne
detection, as shown in Fig. 1.5. The quadrature (Z,,) of the impinging mode reads,

Realistic Homodyne
X th

ideal
X " X m Homodyne

L1 |<X 2 >:N:1+&
th -n
APD

Figure 1.5: A realistic homodyne detection with efficiency npyp and electronic noise
Ng; is modeled by placing a beamsplitter of transmittance npyp and a thermal state
of variance N /(1 —nprp) + 1 added at the second port of the beamsplitter before
an ideal homodyne detector. Notice that in order to simplify the scheme we have
represented the ideal homodyning using a single detector (omitting the local oscillator)
instead of reproducing the scheme of Fig. 1.4, as done in most of theoretical works.

T = \/MBEDTin + /1 — NBHDTth- (1.90)

The attenuation can be compensated by applying a rescaling of factor 1/\/mgup to
the measured quadrature Z,,, the added noise referred to the input then reads,

1—
XD = 2 _7TBHD (1.91)
NBHD

In addition to the imperfect detection efficiency nggp, the electronic noise of the
homodyne detector is another factor that may reduce the quality of the measurement.
We model the added noise by assuming that the effective quadrature ,, is combined
in the beamsplitter ngyp with a thermal state 2y, of variance N/2,

T = \/MBEDTin + /1 — NBHDTth- (1.92)
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The electronic noise Ng; corresponds to thermal photons that arrive to the ideal detec-
tor. It reads,

Ng = (1 - nBHD)(N - 1)5 (193)
where the added noise referred to the input reads,
1+ N,
Xp = e, (1.94)
"BHD

1.4 Non-linear Optical Operations

The invention of the laser, delivering high intensity monochromatic light made possible
the observation of nonlinear optical processes. In a nonlinear media the dielectric
polarization vector is written as a power series in the electrical field

P(t) o xVE®#) + xPE2(t) + xPE3(t) + ... (1.95)

where the x(") are the n-th order susceptibilities of the medium. The linear optics
transformations presented above correspond to the x(!) term, while the high order
terms yields non-linear effects.

Second order nonlinear effects x(?

When the incident field enters a nonlinear medium the second order nonlinear compo-
nent of the polarization can generate four different effects (see in Fig. 1.6):

a) bl)
W w
2
Lo | SHG ——= —= | opA =
20
c) © b2) w
w3 1 2w
—| DFG NOPA/ 2w
W2 \
w

W3= W two

Figure 1.6: Second order nonlinear processes: a) Second Harmonic Generation (SHG).
b) Optical Parametric Amplification (OPA): degenerate (bl) and non-degenerate
(NOPA) (b2). c¢) Difference Frequency Generation (DFG).

1. Second Harmonic Generation (SHG) is a process in which pairs of incident pho-
tons of energy hw ("red photons”) interacting with the nonlinear material are
effectively combined to form new photons with the energy 2hw (”blue photons”).

2. Optical Parametric Amplification (OPA) can be seen as the time reversal of
SHG, where one photon of energy 2w is splitted into two photons of energy fiw.
The OPA can be degenerated if the two outgoing photons are generated on the
same mode, and non degenerated (NOPA) if the two photons are generated on
independent modes.

3. Difference Frequency Generation (DFG) is a generalization of OPA generating
photons with different energies iw; and hws as shown in Fig. 1.6.

4. Sum Frequency Generation (SFG) is the symmetric counterpart of DFG.
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Practical x( effects are obtained placing a special transparent crystal without inver-
sion symmetry in a laser beam under suitable angle. The no inversion symmetry is
crucial as inversion symmetry gives no second order term in the electric field. The phase
matching conditions determine which of the four different second order effects listed
previously will be generated. Phase matching conditions can be obtained by correctly
orienting a highly birefringent crystal. Other techniques such as temperature tuning
or quasi-phase-matching using periodically-poled crystals are also currently used.

Third order nonlinear effects (%)

The third order nonlinear processes are even weaker than the second order ones, but
can be observed in material with inversion symmetry, as in this situation the second
order is null. High intensity beams are necessary in order to observe x(®) effects such
as the Kerr effect, self-phase modulation and optical solitons.

Optical Parametric Amplification

In the following we will concentrate our attention to x(? nonlinear effects, more pre-
cisely to optical parametric amplification which allows one to generate squeezed vacuum
states when working in a degenerate regime and two-mode squeezed vacuum when work-
ing in the non-degenerate regime, generating a rich family of states extremely useful
in quantum information with continuous variables.

Squeezed states

When we pump a degenerate OPA with a bright laser, some of the pump photons of
energy 2hw are splitted into two hw photons. The OPA working in a degenerate regime,
the outgoing mode must then be uniquely composed of even Fock states (|2n)) or
coherent superposition of such even photon numbers. The corresponding Hamiltonian
must then contain a a2 term in order to generate pairs of photons and a similar term
a'? to ensure Hermiticity,

H= z% [e70a2 — 9417, (1.96)

where 7 is the squeezing factor related to the intensity of the pump laser and the
strength of the non-linear interaction and ¢ corresponds to a phase rotation. Using the
Heisenberg equation of motion (1.69) we obtain the action of the squeezing operation
on the annihilation and creation operators,

a B coshr — e ginhr i1
[ ' :|out - [ —e "sinhr  coshr } [ af an (1.97)

where r = TAt.

Q>

Quadratures The effect of the squeezing operation is better understood using the
quadratures description of the electromagnetic field. The Hamiltonian (1.96), choosing
¢ = 0 can also be written, _
Lo .
H =3 [&p + P2, (1.98)
which together with the Heisenberg equation of motion gives, after solving a simple
differential equation, the quadratures transformation,

Lol el

Ln, (1.99)

=D &
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where we clearly see that the effect of the operation is to squeeze one quadrature
and anti-squeeze the conjugate quadrature. An arbitrary squeezing transformation
S(r,¢) over a given quadrature &4 can be implemented by first applying a first phase
shift (P(—¢)) followed by a squeezing along Z and a final shift (P(¢)) (S(r,¢) =

P(¢)S(r)P(=¢)).

Squeezed Vacuum When we pump a degenerate OPA with a bright laser of photons
2hw, the initial state of the field fw being just the vacuum, we obtain the so-called
squeezed vacuum state S(r)|0). For squeezing factors r > 0 the variance of the squeezed
quadrature decreases below the shot noise unit (e™2" < 1). In order to satisfy the
Heisenberg uncertainty relation the variance of the conjugate quadrature must increase
with the squeezing (e?” > 1), as shown in Fig. 1.7. In the Fock basis the squeezed

) b) c)
p p p
:
i ; X X X
Figure 1.7: Optical Parametric Amplification of the vacuum. a) The initial vacuum
state. b) Squeezed vacuum along the quadrature #. c) Squeezed vacuum along the

rotated quadrature .

vacuum state reads,

S(r)|0) = \/C()lsﬁz V2n , tanhr"|2n> (1.100)

where we observe that there is no odd Fock state, as expected. The mean number of

photons ((V)) in the squeezed states can be easily calculated using the definition of
the number operator N = (22 + p?) — 1)/2 and equation (1.99) giving,

(V) = S[((3% +5%) — 1] = sink?®r. (1.101)

N)I»—A

Squeezed Coherent State When we spatially and temporally match a bright laser
of photons 2w with a coherent state of the field Aw into a degenerate OPA we obtain
the so-called squeezed coherent state S(r)|a). As we shown in Fig. 1.8 the squeezing
reduces the mean value of the squeezed quadrature and increases the conjugate one,

<£>out - 67T<j>in (1102)
(Plout = € (D)in, (1.103)

where the second moments are changed in the same way as for the squeezed vacuum
state. Matching the pump beam and the signal coherent state into the OPA is a
challenging task. An equivalent and simpler way of generating squeezed coherent states
consists in applying a displacement operation (D(«)) over a squeezed vacuum state

(D()5(r)[0)))-
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a) b) .,

-

Xin/2

Figure 1.8: A squeezing operation with e¢” = 2 applied to a coherent state displaces it
to a new mean value (e~ (%)in, €"(p)in), squeezing the uncertainty A% and stretching
A?p.

Two-modes Squeezed States

When we pump a non-degenerate OPA (NOPA) with a bright laser some of the pump
photons of energy 2hw are splitted into two Aw photons which are emitted on different
modes, usually called signal and idler. The number of photons on both modes must then
be the same (|n, n)), or a superposition of such states. The corresponding Hamiltonian
must contain a term dl{dg in order to generate pairs of photons over different modes,
reads,

H =ir[aias — alal], (1.104)
which can also we written using the quadratures of the fields,

H =it [&1p2 + p1da]. (1.105)

Using the Heisenberg equation of motion (1.69), after solving a simple system of dif-
ferential equations, we obtain the action of the two-mode squeezing operator Stass(r)
(r = 7At) on the annihilation and creation operators of both fields,

T coshr 0 sinh r 0 T

P1 B 0 coshr 0 —sinhr P1

o " | sinhr 0 coshr 0 T ‘ (1.106)
P2 0 —sinhr 0 coshr P2 .,

out

One can see looking at equation (1.106) that the superposition of the input quadratures
(%1 + Z1) and (p1 — P1) is anti-squeezed, where (T — #1) and (p1 + P1) it is squeezed.

Two mode squeezed vacuum When we pump a NOPA with a bright laser of
photons 2Aw, the signal and idler input fields being just the vacuum, we obtain the so-
called two-mode squeezed vacuum state Stars(r)|0,0). In the Fock basis the two-mode
squeezed vacuum state reads,

1 oo
Stas(r)|0,0) = N Z(tanhr)"m,n). (1.107)
n=0

In the limit of infinite squeezing we obtain perfect correlation among the & quadratures
(%1 = #2) and perfect anti-correlation for p quadrature (p; = —p2), which is nothing
else than the well know EPR entangled state used in the seminal paper by Einstein,
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Podolsky and Rosen (EPR) [69]. In the following we will use sometimes the term
"EPR states” to mention all the two-mode squeezed states, not only those with infinite
energy.

Amplification When we pump a NOPA with a bright laser of photons 2hw and
match it spatially and temporally with another signal (hw), we obtain at the output an
amplification of the hw signal. The amplification gain can be seen to be G = cosh?r.
The amplification is accompanied with an added noise G — 1 = sinh?r. This optical
amplification will be studied in more detail in the next chapter.

Thermal States

If we trace out one of the two output modes of a two-mode squeezed (1.107) state, we
obtain the mixed state,

p =T} {¢|ePr =

> (tanhr)*"[n)(n]. (1.108)
n=0

coshr

This state is just a thermal state with a Bose-Einstein distribution. From the estimation
of the mean photon number,

(n) = (N) = coshr — 1, (1.109)

one can write tanh®r = (n)/((n) + 1), which gives,

PTH = Z #Inxnla (1.110)

which is exactly the equation of a thermal state.

n=0

Entanglement

The EPR state (|¢)) gpr) being a pure state and his partial traced state being a mixed
state (thermal state (prp)), it is a clear signature of the presence of entanglement in
the EPR state. In this thesis we will study different properties of the EPR states as
they are a key resource for quantum information processing and a source of non-local
effects.
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Chapter 2

Phase-Space Representation

2.1 Introduction to Continuous Variables

A continuous variable (CV) system is a canonical infinite dimensional quantum system
composed of an ensemble of N modes described by a Hilbert space

N
H = Q) A (2.1)
i=1

resulting from the tensor product of N infinitely-dimensional Fock spaces ;. One
could think of N modes of the electromagnetic field, where the modes can be distin-
guished either by having different energies (w;), polarizations or spatial modes. The
space ¢ is spanned by the fock basis {|n)r} of eigenstates of the number operator
f; = ala;. The vacuum state of the global Hilbert space reads |0) = ®, 10);, where
4;|0); = 0, is the ground state of the interaction-free Hamiltonian of a system of N
harmonic oscillators,

H= i_v; [afa + %] (2.2)

where a; and dz are the annihilation and creation operators of mode ¢ which satisfies
the bosonic commutation relation,

i a}] = 85, [aia,) = [a],a]] = 0. (2.3)
The corresponding quadrature operators for each mode are defined as
1
~ o AT ~
z = —(a'+a), 2.4
5@ +) 24)
5= —“@t—a) (2.5)
V2

The quadratures can be grouped together in a vector 7
7= (,ﬁlu ceey ,rA‘?N)T - (i'laﬁlu j271527 ceey ‘%N7 j.N)T7 (26)

which enables us to write in a compact form the bosonic canonical commutation rela-
tions (CCR) between the quadratures operators,

[P, 1] = Q% (2.7)
where 2 is the symplectic form

Q:@[_Ol (1)] (2.8)

i=1

21
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Weyl Operators

In order to define the phase-space representation we need to introduce the so called
Weyl operator,

D¢ = e7i€" 9% (2.9)
which is nothing else than the generalization to N modes of the displacement operator

D(q) = e =", (2.10)

redefined using the quadratures representation ((¢,,&,) = v2(Ra, Sa)),

D(¢) = eildpt=dap) (2.11)

Phase-Space Representation

The states of a CV system are the set of positive density operators (p) on the Hilbert
space 2. Instead of referring to states, one can refer to functions defined on the phase-
space by analogy with classical dynamics. For later purpose it is most convenient to
introduce the characteristic function which is the Fourier transform of the Wigner
function. Using the Weyl operator D¢ we define the (Wigner-)characteristic function
as

Xp(&) = Tr[pDe]. (2.12)

The vector ¢ belong to the real 2N —dimensional space, called phase-space. Each char-
acteristic function is uniquely associated with a state, and they are related with each
other via a Fourier-Weyl relation. The state p can be obtained from its characteristic
function according to

p= v | PU 6D (2.13)

In turn, the quasi-probability distribution Wigner function as commonly used in quan-
tum optics is related to the characteristic function via a Fourier transform,

W(E) = g [ (0. (2.14)

Wigner Function

The Wigner function can be written as follows in term of the eigenvectors of the
quadrature operators,

1 -
W (z,p) = L /]RN (x —2'|plx + 2')e™ PdV2', x,p € RV, (2.15)

From an operational point of view, the Wigner function admits a clear interpretation

in terms of homodyne measurement, as the marginal integral of the Wigner function
over the variables x1,...,xx—1,P1, ..., PN

plrn) = / W (z,p)d" pdax;...dey 1, (2.16)
R2N -1

gives the probability of the result of homodyne detection on the remaining quadrature
IN-
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Properties

Linearity The equation (2.15) being linear in p we deduce that the Wigner function
W, of a mixture of quantum states p = Ap1 + (1 — \)p2 is the balanced average of the
corresponding Wigner functions,

Wp(r) = AW, (r) + (1 = AW, (r). (2.17)

Wigner function of operators The Wigner function W (r) is deeply related to
the symmetrically ordered expressions of operators. More precisely, if the operator A
can be expressed as A = flx,p) for i = 1,...,N, where f is a symmetrically ordered
function of the quadratures operators (x,p), then one can define a Wigner function
Wa(zx,p) = f(x,p)/(2m)N such that,

Tr[pA] = 2m)N W, (r)Wa(r)d*Nr. (2.18)
R2N
Let’s consider some examples:

1. If the operator A is just the identity A =1y, his Wigner function reads Wy, =
1/(2m)N giving

Trp=1= W,(r)d*Nr. (2.19)

R2N

2. If A= p, we obtain the purity

p=Trp* = (2m)N W§($7p)dNT. (2.20)

R2N

3. If A is a given pure state |¥) (A = [¥)(¥]), we obtain the fidelity F between the
pure state |¥)(¥| and p,

F=Te[|w)(¥|p] = (2m)" /Rw Wiwy (w| (r) W, (r)d** 7. (2.:21)

2.2 Gaussian States

Gaussian states are defined through their properties that the characteristic function
is a Gaussian function in phase-space. For a general density operator p we define the
displacement vector (d € R?V)

d = () = Tr[pr], (2.22)
and the positive-semidefinite symmetric 2N x 2N covariance matrix ~:

Yij = Tr[p{(7; — di), (7; — d;)}], (2.23)

where {} denotes the anticommutator. The Gaussian states are defined by a Gaussian

characteristic function - .
Xp(§) = e a8 TEHDTE, (2.24)

which are characterized by D = €d and covariance matrix I' = Qy{. Despite the
infinite dimension of the Hilbert space in which it lives, a complete description of a
Gaussian state of N modes requires only a polynomial number of real parameters for
its full description. The Wigner function of Gaussian states reads,

1 T, —1
_ —(r—d) (r—d)
W(r) = N e det*ye v . (2.25)



24 CHAPTER 2. PHASE-SPACE REPRESENTATION

Clearly, not all real symmetric 2N x 2N matrix can be a legitimate covariance of a
quantum state as the states must respect the Heisenberg uncertainty relation. If one
requires the positive-semidefiniteness of the density operator p together with the CCR
relation we obtain the condition

v +iQ >0, (2.26)

which is the only necessary and sufficient constraint + has to fulfill to be the covariance
matrix of a physical Gaussian state, more generally it is also a necessary condition (but
not sufficient) for non-Gaussian states. The constraint (2.26) generalizes the expression
of Heisenberg uncertainty principle. Notice that all the states of the electromagnetic
field presented in the previous chapter except the photon number states are indeed
Gaussian states.

One mode Gaussian States

In the following we review the previously presented states:

Vacuum and Coherent states The vacuum state is a state centered at the origin
of the phase space (d = (0,0)) with a covariance matrix v = I. Coherent states being
a displaced vacuum state we conclude that its covariance matrix is also the identity
with a non null displacement vector d = (dy, d,).

Squeezed State The squeezed vacuum state has null mean value as the vacuum
state. His covariance matrix reads

e 0
Y= |: 0 627‘ :| ’ (227>

where we observe that the uncertainty among one quadrature is squeezed (z if r > 0
and p if r < 0) and antisqueezed among the conjugate one. Squeezed coherent states
have exactly the same covariance matrix but with a non null displacement. One can
generate squeezed states along quadrature Zy by applying a previous phase shift 6
before the squeezing operation.

Thermal State The thermal state has null mean value and covariance matrix
vV o0
7_{0 V} (2.28)
The quantity V' can be expressed in terms of the average number of photons 7 contained
in the thermal state as V' = 2n + 1. The vacuum can be seen as member of this class

which contains no photons at all (7 = 0).

Noisy Coherent State One can generalize the thermal state by applying a displace-
ment d to it. One then obtain a noisy version of the coherent state.

Generalization One mode Gaussian states would be completely characterized by
the displacement operator d = (ds,d,) and a 2 X 2 covariance matrix

”y—[i Z] (2.29)

One can show that an arbitrary single mode Gaussian state can be generated from a
thermal state by applying a squeezing operation and a subsequent rotation as we will
show later in this chapter.
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Figure 2.1: Phase space representation of most relevant one-mode Gaussian states.

Two modes Gaussian States

A general two mode Gaussian state is characterized by a mean d = d; ® d2 and a
covariance matrix

Y1 O
= . 2.30
Y12 |: C o :| ( )

where 7;(2) are the covariance matrix of the first and second mode after tracing the
companion and C' is the matrix that gives the correlation between the two modes,
which can be either classical or quantum (entanglement).

Tensor Product State The case where C' = 0 correspond to a tensor products of
one mode Gaussian states

72 =71 D72 (2.31)

Two-Mode Squeezed State The two-mode squeezed vacuum state is a key resource
for practical implementation of CV quantum information protocols such as teleporta-
tion, dense coding and quantum key distribution, playing an equivalent role as Bell
pairs ((]00) 4 [11))/+/2) in qubit quantum information. Its mean is null and its covari-
ance matrix reads,

cosh2rl  sinh2ro,
TEPR = [ sinh 2ro, cosh2rl } ’ (2:32)
where
1 0 1 0
]I—[O 1} and UZ—|:O _1] (2.33)

Notice that tracing one mode leaves the other mode in a thermal state of variance
cosh(2r) = 2n + 1.

As for the one mode case one can transform any two-mode Gaussian state in a
two-mode thermal state by applying a given sequence of operations, as we will describe
later in this chapter.

Multipartite Gaussian States

One can generalize the previous definitions to systems of N modes. The situation
becomes highly no trivial if we separate the different modes among different partner
which are only allowed to apply local operations and classical communication. This
is the usual situation we encounter when we have entanglement distributed among
different locations or in quantum key distribution analysis. The problem is highly
complex and is at the moment a hot topic of research in quantum information.
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Bipartite State The simpler case consist in a bipartite Gaussian state, where N
modes are distributed to Alice and M modes to Bob. In this case the N x M modes
covariance matrices reads,

vya C
= . 2.34
YAB [ C g ] ( )

where 74 (p) are the local covariance matrix and C' is the correlations matrix between
Alice and Bob states.

2.3 (Gaussian Operations

The most straightforward definition of Gaussian operations states that an operation
is Gaussian if it maps every Gaussian input state onto a Gaussian output state. In
this section we will show that they exactly correspond to those operations that can be
implemented by means of optical elements such as displacements, beamsplitters, phase-
shifters, squeezers together with homodyne measurement. All Gaussian operations are
experimentally accessible with present technology.

Gaussian Unitary Operations

The unitary operations preserving the Gaussian character of the states on which they
act are generated by the set of the displacements (Weyl operators) D, which correspond
to Hamiltonians linear in the field operators and the quadratic Hamiltonian,

2N

H =" gr(fjix + ;) /2. (2.35)
j,k=1

Displacement Operator The effect of a displacement D, operator on any Gaussian
state is to translate his mean d,,; = d;;, + 2z leaving invariant the covariance matrix.
More generally a displacement leaves invariant the shape of the Wigner function of any

Figure 2.2: A displacement D(z) operation acting on a single-mode field.

quantum state of light, included the non-Gaussian states, translating his mean-value.

Symplectic Transformations

As a consequence of the Stone-von Neumann theorem, any unitary transformation Ug
generated from a quadratic Hamiltonian corresponds in phase-space to a symplectic
operation (matrix) S € Sp(2N,R) which implements the mapping,

Tout = STin (2.36)
and preserves the canonical commutation relation, which is the case if
SQsT = Q. (2.37)

On the level of covariance matrix, a symplectic transformation S is reflected by a

congruence
Yout = S'YlnST (238)
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Properties To any symplectic transformation S also S7, S~!, —S are symplectic.
Using QTQ = T (which implies QT = Q7! = —Q) and SQST = Q we can prove
S—1 = —QSTQ. The determinant of every symplectic matrix is det S = 1.

Passive Transformations

A particularly important set of symplectic transformations is formed by those S €
Sp(2N,R) that are moreover orthogonal, i.e., P(N) = Sp(2N,R) N O(2N). Those op-
erations correspond with the passive transformations, such as phase shifts and beam-
splitters, which preserve the number of photons.

Phase Shift A phase shift is a single-mode operation characterized by an angle (6)
which is equivalent to a rotation of the phase-space,

z - cosf  sinf x
{ p Lut = Sps(O)in = [ —sinf cosf ] [ » ]n (2.39)

Beamsplitter The beamsplitters operation of transmittance 7" makes a coherent
combination of two modes,

{ 2 Lm = Sps(T)r = [ _\/%H \/1/1?]1 } [ 2 ]n (2.40)

Any passive transformation over N modes can be decomposed in a network of
beamsplitters and phase shifts. Such transformation does not change the eigenvalues
of the covariance matrix which is equivalent to preserving the total number of photons.

Active Transformations

The set of symplectic transformations which are not passive A(N) = S € {Sp(2N,R)\
P(N)} are called active transformations as they inject photons on the system, usually
achieved by pumping a nonlinear media.

Squeezing The most important active transformation is the squeezed operation pre-
sented in the previous chapter, obtained by Optical Parametric Amplification (OPA)
on a nonlinear media pumped by high intensity source. The symplectic transformation
of a squeezing operation reads,

[ ) Lm = S5q(s)7 = [ ‘o } [ ) }n (2.41)

where s is the squeezing factor, s > 0 giving squeezing among x and s < 0 among p.
In order to squeeze among any other quadrature one has to combine a phase rotation
with a squeezing operation Sgq(s)Sps(6).

General Symplectic Transformation Combining passive operations with squeez-
ing is enough to generate any symplectic transformation (S) over N modes, as shown
in Fig. 2.3. Using the Bloch-Messiah reduction theorem one can decompose any .S
symplectic transformation into a linear interferometer K, a parallel set of single-mode
squeezers S(s;) and a second linear interferometer L,

X e % 0
S=K [ 0 en ] L, (2.42)
j=1

with K, L € P(N) and s; € R, as shown in [33].
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— S(s) —
==
Linear Linear
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Figure 2.3: An arbitrary symplectic transformation can be decomposed into a linear
interferometer K, a parallel set of single-mode squeezers S(s;) and a second linear
interferometer L.

Two Important Examples

Even if all the symplectic transformations can be decomposed using a Bloch-Messiah
decomposition, we are going to present two different active two-mode operations which
are relevant from the experimental point of view, the two-mode squeezer and the QND-
measurement (Quantum Non Demolition) interaction.

a)

signal

idler | TMS

b)

59 —es

S(-s)

Figure 2.4: Two different ways of implementing a two-mode squeezing operation over
two modes, signal and idler: a) spatially and temporally matching the signal, idler
and pump on a NOPA . b) using two OPA to generate two squeezed states among
orthogonal directions and combining them on a balanced beamsplitter.

Two-Mode Squeezer Pumping a NOPA realize a two-mode squeezing operation
over the signal and idler modes,

{ m Lm = Sps(r)r = (2.43)

T2

coshrl sinhro, 1
sinhro, coshrl T2 | ’
This operation is extremely important as it is the usual way of generating entanglement
in continuous variable quantum information experiments. The Bloch-Messiah decom-
position corresponds to two squeezing operations over orthogonal directions which are
subsequently combined into a balanced beamsplitter, as shown in Fig. 2.4.

QND-measurement The CV QND gate realizes a controlled displacement over the
x quadrature of the target mode depending on the value of the x quadrature of the
control mode. In order to be unitary the operation realizes a similar operation on the
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conjugate quadrature where the roles (target and control) are inverted and the sign of
the displacement changed,

T 1 0 w O T1

_ 0 1 0 O
7;; =Ses) =10 0 1 o 7;; (2.44)
D2 0 —x 0 1 D2

out mn

This operation is also extremely important from the experimental point of view as it
is the interaction that takes place between polarized light and the total spin of atomic
ensembles [62] which is currently used in quantum memory experiments [114]. In the
particular case kappa = 1 we call it also the continuous-variable C-NOT gate, as it
generalizes the C-NOT gate for qubits.

Local Operation

In a multipartite scenario where the N modes are distributed among different locations
an important class of operations are the local symplectic operations Sp(2, R)®V as
they correspond, on the Hilbert space level, to tensor product of Gaussian unitary
operations U®N. Those correspond to the set of operations that are locally accessible
without using quantum communication between the partners. It is trivial to show that
the determinant of the submatrices v4(py and C of a bipartite state, i.e. eq. (2.34), are
invariant under local symplectic operations, as S = 51 ® S2 and det .S; = det Sy = 1,
showing that the correlations among the parties cannot be altered by local operations,
as expected.

Standard Form Any two-mode covariance matrix

| va C
YAB = |: OT B :| (245)

can be transformed by local Gaussian operations into a standard form

0 a 0 c_
YAB = . 0 b 0 . (2.46)
0 c- O b

The idea is first to apply a round of local rotations S4 (0)®.Sp(€) in order to diagonalize
the diagonal submatrices v4(py. Then we apply a local squeezing operations Sa(s,) @
Sp(sp) in order to transform the diagonal blocs to y4 = al and v = bl. Finally we
apply a second round of local rotations S4(6') ® Sg(€’) that diagonalize the correlation
submatrix C’ (C" = S4(s4)S4(0)CSL(€)SE(sp)), as shown in [63].

CP Maps

The set of unitary operations does not contain all the operations that can be applied
to a general quantum system. The unitary operation being reversible one has to add
the class of irreversible operations, the so-called Completely Positif maps (CP maps),
in order to have a complete description, see Appendix A. The Gaussian CP maps are
completely defined by two matrices X and Y such that the covariance matrix of the
final N—mode state reads,

Yout = X'anXT +Y (247)
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where X and Y are 2N x 2N matrices and Y is symmetric [72]. The quantum positivity
of the quantum operation is reflected by the condition

Y +iQ —iXQXT >0. (2.48)
The mean value (d) transformation reads,

dout = Xdzn (249)

Partial Trace

Consider a bipartite quantum state psp. In the phase-space representation tracing
mode B is equivalent to integrating the Wigner function among the quadratures of
the traced mode (zp,pg), as shown in (2.18). One can show that this is equivalent to
setting £ = 0 at the characteristic function

xa(€a) =TralpaDe,] = TraplpapDe, @15 = xa(€a,é5 =0). (2.50)

It is then trivial to see that for Gaussian states the partial trace (PT) of mode B gives
as output a Gaussian state of covariance matrix v4, where v4 is the diagonal bloc
corresponding to mode A of the initial bipartite covariance matrix v4p.

C
VAR = { gg . } 2L qa. (2.51)

Similarly the first moment of the output state is the part of the mean corresponding
to mode A,

dap = (da,dp) 25 da. (2.52)

Gaussian Channels

Lossy Channel The lossy channel of transmittance T is characterized by X = /TT
and Y = (1 — T)L. It can be modeled by a beamsplitter of transmittance T, as shown
in Fig. 2.5

in
put — output

!

Figure 2.5: A lossy channel can be modeled by placing a beamsplitter of transmittance
T.

Thermal Noise Channel The thermal noise channel of transmittance T" and excess
noise € is characterized by X = +/TT and Y = T'xI, where Y is the added noise referred
to the input

=T, (2.53)
X=—7F—+e .

It can be modeled by combining a thermal state of variance N = Tx/(1 — T') with the
input signal at a beamsplitter of transmittance T', as shown in Fig. 2.6.
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input T output

5

Figure 2.6: A thermal noise channel can be modeled by combining a thermal state of
variance N = T'x/(1 — T') with the input signal at a beamsplitter of transmittance 7.

Amplification Channel The amplification channel of amplification factor n > 0 is
characterized by X = /gl and Y = (n — 1)I. It can be modeled by injecting the input
signal into a two-mode squeezer (Fig. 2.4), with squeezing factor such that n = cosh’r,
and finally tracing the idler mode.

Classical Noise Channel The classical noise channel adds noise of variance V' to a
quantum state, with X =T and Y = V1. It can be modeled by applying two C-NOT
operations, with an interaction parameter k = V', between the signal mode and two
ancillary vacuums as shown in Fig. 2.7.

signal

Pin Pout

o> @, :| C-NOT
0> 4‘_ target

control

Figure 2.7: A classical noise channel can be modeled by applying two C-NOT opera-
tions, with an interaction parameter k = V', over the signal mode. The first C-NOT
generates the noise over the z quadrature and the second over p.

Measurement
Homodyne Measurement

The outcome of a projective measurement M is given by Tr[pM] which can be calcu-
lated using equation (2.18). As explained in subsection 2.1 the probability distribution
of an homodyne measurement of the x quadrature over a quantum mode is given by
the marginal integral of the Wigner function over the p quadrature

p() = / W (. p)dp. (2.54)

Measuring over a general quadrature g = cos8p + sin 0p the probability distribution
of the measurement can be calculated applying a virtual rotation of —f and integrating
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over p,
plz) = / W(S~(6) (z.p))dp. (2.55)

Both equations can be trivially extended to measurement over multiple modes.

Partial Measurement

In the following we are going to consider partial measurements over a bipartite system.
Given a Gaussian bipartite state p4p with covariance matrix

| va C
Yap = { T } (2.56)

and mean d%y = (d'',d%%). In appendix B we calculated the final state of system A
after projecting mode B into a given quantum state of covariance matrix -y, and mean
m.

Homodyne measurement The case of homodyne measurement is special as it cor-
responds to the case vy = lim, o (€2, e72"), then the inverse in equations (B.5) and
(B.5) is to be understood as the inverse on the range. The homodyne measurement
gives [72],

13 =4 = C(XypX)MPCT, (2.57)

where X = diag(1,0,1,0,...,1,0) and M P denotes the inverse on the range. The mean
value reads, ‘ .
A3t = C(XypX)MP (m — dig) + diy, (2.58)

where m = (X1,0, X5,0, ..., Xn,0), X; being the result of the homodyne measurement
on mode B;. A measurement over any other quadrature can be obtained by applying a
phase rotation before the homodyne measurement. Remark that the covariance matrix
Y34 does not depend on the result of the measurement m, which is a very important
property of Gaussian state.

Heterodyne measurement Heterodyne measurement can be decomposed in two
different homodyne measurements preceeded by a balanced beamsplitter, so its effect
can be determined using the previous result for homodyning and adding ancillary
systems. Equivalently it can be calculated using directly the result of appendix B and
noticing that an heterodyne detection is a projection over coherent states (yas = I).
After an heterodyne measurement on mode B the covariance matrix of mode A reads,

3 =va = Clyp +D)CT, (2.59)
and the mean value reads,
45 = \2C (v + 1)~ (m — dif) + dif, (2.60)

where m = (X1, P, Xo, P, ..., XN, P») is the result of the heterodyne measurement on
B.

Projection on Vacuum The vacuum being just a coherent state of null mean value,
projecting over the vacuum on mode B corresponds to the heterodyne measurement
of output m = 0. The difference with heterodyning is that the projection on vacuum
is a probabilistic operation. The projection can be made deterministic by applying an
heterodyne measurement over B and then applying a displacement (d = —v/2C(yp +
D)=t (m — d%)) over A in order to restore the null mean.
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2.4 Normal Modes Decomposition

Thanks to Williamson theorem [183] we know that for any N—mode covariance matrix
~ there is a symplectic transformation S that performs a symplectic diagonalization

SyST = v, (2.61)

where v is a tensor product of thermal states, called the Williamson normal form,

u_kéé{”(f ;” (2.62)

The symplectic eigenvalues vy being the eigenvalues of the matrix |i€2y|, where |A|

stands for vV ATA.

States with null mean value For a null mean value state the Williamson decom-
position gives a way of transform the Gaussian state into a product of thermal states.
This symplectic diagonalization over the phase-space plays a similar role as the diago-
nalization of the density operator on the Hilbert space.

States with no null mean value Gaussian states of covariance matrix v and mean
d have also a Williamson decomposition, which is based on tensor product of displaced
thermal states of covariance matrix vy and mean [;. We first decompose the covari-
ance matrix v into a product of tensor thermal states @), v; by selecting the proper
symplectic transformation S, as before. Finally, once S is known, the displacement
vector [ = (Iy, ...,In) of the thermal states is calculated by solving the following linear
system,

l=5". (2.63)

Uncertainty Relation The uncertainty relation y+i2 > 0 is equivalent to v4i2 > 0

which in term of symplectic eigenvalues read

v, > 1 Vi=1,..,n. (2.64)

Purity The symplectic transformations being an unitary operation it is trivial to see
that a state is pure if and only if v = I. More precisely, the purity p of a Gaussian
state p of covariance matrix 7y reads,

1
= Trp? = ) 2.65
N (2.65)
The determinant is then a symplectic invariant, as det S = 1, which gives,
N
dety =detv = H vi. (2.66)

i=1

One-Mode Normal Decomposition

The determinant of the covariance matrix v; being an invariant over symplectic trans-
formations, as pointed previously, it is easy to derive the normal decomposition of one
mode as v? = det ;.
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Two-Mode Normal Decomposition

In order to find the symplectic eigenvalues v 2 of the two-mode covariance matrix

T2 = { OYTI_ O}y;Q ] ; (2.67)
we need to define a second symplectic invariant,
A =v} +v3 =dety, +detys +2det Cy_o, (2.68)
where the first reads,
dety12 = viv3. (2.69)

It is easy to see that the symplectic eigenvalues are solutions of the second order
polynomial
2% — Az 4+ dety12 = 0, (2.70)

which gives the solution,
1
Vig = 3 {A + A2 —4det 712} . (2.71)

Three Modes and Generalization

In order to find the symplectic eigenvalues 11 2 3 of the three-mode covariance matrix

e! Ci—z Ci_2
nas=| Cly 72 Coy |, (2.72)
053 CQT—?, 3

we need to define a three symplectic invariants,

A3 = VP 4u 4l (2.73)
A = vivd Vs + s, (2.74)
A3 = Vg, (2.75)

which can be calculated from the covariance matrix with,

A? = dety; +dety; +dety3 +2det Ci_o +2det Cp_3
+2det Cy_3,
Ag = detyio + detyo3 + det y13 + 2det Cra—23 + 2det Cia_13
+2det Co3_13,
Ag = det o3, (2.76)

where the matrix C;j;_j; reads,

| o au
Cij—ki |:Oljk aﬂ}’ (2.77)

where o, is an elementary submatrice describing the correlations between a pair of
modes of the covariance matrice y123. The symplectic eigenvalues being the solutions
of the third order polynomial

23— A2+ A3z - A =0. (2.78)
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This technique can be generalized to N modes by defining new symplectic invariants

as shown in [173, 174],
A;V(I/l, v UN) = Z H vi, (2.79)
Tk kesF

where the sum runs over all the possible j—subsets %—k of the first IV natural integers
(over all the possible combinations of j integers). The symplectic eigenvalues can be
calculated from the 2k x 2k submatrices of v obtained by selecting all the combinations
of 2 x 2 blocks describing either one mode or the correlations between a pair of modes,
generalizing 2.76, as show in [173].

2.5 Phase-Space Schmidt Decomposition

In general any quantum state ps4 can be diagonalize by choosing a proper unitary
operation U4, such that

UapaUl = Nilhi) (@i, (2.80)

where [1;)(1);| are orthogonal eigenvectors of real eigenvalues \; satisfying Y, \? = 1.
One can then introduce another system, denoted R (reference system), and define
a bipartite pure state Wga such that pa = Trgr[|¥)(¥|ar], see Appendix A. The
procedure is to define a pure state whose Schmidt basis [166] is just the basis for which
the mixed state is diagonal, with the Schmidt coefficients being v/\;,

V) ra Z Vi) RIWi) a- (2.81)

Similarly we know that for a Gaussian state with null mean value and covariance
matrix 4 there is a symplectic transformation S that transforms the covariance matrix
Y4 into a tensor product of thermal states ®jv4l as shown in section 2.4. Then using
the properties of symplectic operations of subsection 2.3 we can write,

N
A= (QST)[ ykﬂ} (QST)T . (2.82)

k=1
Each thermal state (v) could be seen as resulting from tracing half of an EPR pair
(Yepr) (with squeezing factor cosh 27, = 1v4,). Thus, applying the symplectic operation

(SQ) 4@ (SQ) R over the ensemble of EPR states @57z we obtain a valid purification
of v4 which reads,

| ma C

with
N
=14 and C=(Q5") @ \/v - 10.] (25T, (2.84)
k=1

where o, = diag(1, —1). The mean of the reference system being just equal to that of
A, dr =day.

2.6 Teleportation and Cloning
In the following we are going to present two relevant examples of quantum information

processing with continuous variables that we will use later in this thesis, teleportation
and cloning of continuous variables.
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Generalization of Bell Basis and Measurement

In qubit based quantum information the maximally entangled states are the four Bell
states |®+) = [|00) £ [11)]/v/2 and [¥*) = [|01) £ |10)]/v/2. One can generate any of
the four Bell states by injecting [|0) & |1)]/v/2 on the control mode of a C-NOT gate
and {|0),|1)} on the target state, as shown in [136]. It is trivial to see that the Bell
measurement consists in a C-NOT operation followed by a measurement on the basis
[10Y £ [1)]/v/2 ({|0),]1)}) on the outgoing control (target) modes.

One can generalize this Bell basis to continuous variable by using the following
analogy. The basis {|0),|1)} translates into z-squeezed state displaced among the z
quadrature, where the basis {[|0) & [1)]/v/2} translates into p-squeezed state displaced
along the p quadrature. Then the C-NOT gate is replaced by a beamsplitter as we
know that injecting two conjugate squeezed vacuum states into a beamsplitter outputs
an EPR state. The difference is that now the mean of the EPR is non null (d =
(ds,dp, dy, —d,)/2). Tt is trivial to see that the equivalent Bell measurement in order to
estimate d consists in mixing the two modes on a balanced beamsplitter and measuring
2 on one output and p on the other using homodyne measurement.

X

BS

Figure 2.8: Generalized Bell measurement to continuous variables.

Teleportation

The proposal of teleportation of continuous variables [35] and its experimental demon-
stration [83] in 1998 started the field of quantum information with continuous variables.
In order to unconditionally teleport a given quantum state of the electromagnetic field
from Alice to Bob, we need first to distribute an entangled EPR pair between Alice
and Bob, as shown in Fig. 2.9. Once Alice and Bob share an EPR pair (two-mode
squeezed vacuum of variance cosh 2r) Alice applies a Bell measurement by combining
the input mode p;, and her half of the EPR pair into a balanced beamsplitter and
measures the z-quadrature on one output and p on the other. Then she communicates
the measurement result, using a classical channel, to Bob who applies a displacement
operation on half of his EPR pair proportional (gain g) to Alice’s measurement result
(Zm, Tm), as shown in Fig. 2.9. The advantage of the teleportation using continuous
variables is that it is unconditional as the Bell measurement can be implemented using
linear optics and homodyne detection as opposed to qubit teleportation with photons
where it is impossible to implement an unconditional C-NOT gate using linear optics.
The disadvantage is that the efficiency of the operation is upperbounded by the amount
of squeezing used. In order to achieve perfect efficiency (pout = pin) we need an infinite
energy EPR state which is impossible to generate in practice. In a realistic scenario
even with perfect quantum channels, the output will always be a slightly noisy version
of piyn, with the fidelity of the teleportation increasing with the squeezing parameter of
the EPR pair, as we show bellow.
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Figure 2.9: Teleportation scheme used in the experimental demonstration of uncondi-
tional teleportation [83]. Alice first generates an EPR pair by mixing a one x-squeezed
vacuum state (X3) with a p-squeezed vacuum state (X1) in a balanced beamsplitter
and send half of the EPR pair (X4) to Bob. Then, Alice applies a Bell measurement
over the input mode X;,, and X, that consist in an heterodyne measurement applied
to X, where the second input mode of the measurement is not the vacuum but mode
X7. Subsequently Alice communicates the measurement result (X, Pys) to Bob via
a classical communication channel. Finally Bob depending on the measurement result
and the gain g displaces mode X over x (D,) and p (Dp).

Detailed Description of Teleportation

Because all the canonical transformations are symmetric on x and p quadratures we
will just detail the operation for the quadrature x. Alice starts preparing two squeezed
vacuum states, Zo squeezed over x and Z; squeezed over p.

i o= 2l (2.85)
iy = e a0 (2.86)
She subsequently mixes them on a balanced beamsplitter generating an EPR state,
# o= leal —er2lV)/v2, (2.87)
i = e +er2V)/v2. (2.88)

After sending half of the EPR to Bob, Alice applies a Bell measurement by mixing &}
and Z;, on a balanced beamsplitter and measuring x on one output and p on the other
(Bell measurement),

1 1 1
= —[Bin + ] = —=din + =[eT2Y — 2. (2.89)

MR V2 Ty

Bob depending on the measurement result and the gain factor g displaces mode &5,

Fout = &) + g :i:i:mjti[ui}@mu3[1—1}33(0). 2.90
t 9 T 9T M \/5 \/5 \/5 2 \/5 \/5 1 ( )

We see that by choosing g = v/2 we obtain

Fout = in + V22, (2.91)
which is a noisy version of the input quadrature as be have an added noise \/Qe_rfcéo),
which becomes negligible for high squeezing parameters.
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Fidelity

It is easy to show, using (2.21) and (2.14), that for Gaussian states with null mean
values the teleportation fidelity reads,

1

TR (292

Tt ot | 0) (5] = / Eimx(—E)out =

Coherent States The teleportation preserving the mean of the state, the fidelity of
teleporting a coherent state will be the same as that of teleporting the vacuum which
reads,

1
1 4e2r

It is easy to see that there are two limiting implementations. Firstly, when the squeezing
factor of the EPR (r) is null, the teleportation becomes a classical measurement and
state preparation scheme with fidelity #' = 1/2. This bound is very important as
observing teleportation fidelities > 1/2 is necessary to claim a successfull quantum
teleportation experiment. Secondly, when the squeezing factor (r) is infinity, which
needs an infinite source of energy, the teleportation succeed perfectly (F = 1).

F (2.93)

Entanglement Swapping

1
— D(x,p)
TMS
2| g
3 BS
p
4 TMS

Figure 2.10: One can then entangle modes 1 and 4, which have never interacted before
by applying entanglement swapping. In an intermediate station we apply a Bell mea-
surement over two modes 2 and 3, coming from two different EPR pairs, and displace
(D(z,p)) mode 1 (or 4) depending on the measurement results (z, p).

An ideal teleportation being equivalent to a quantum noiseless channel it preserves
the coherence of the input state, for example it preserves the quantum superposition
of two states. More interestingly if the input state is entangled with another system
the teleportation will preserve the entanglement. One can then entangle two particles
that have never interacted before by applying entanglement swapping, where we apply
a teleportation to one mode of an EPR state, as show in Fig. 2.10.

Cloning Machine

Since the seminal work of Wootters and Zurek [199] it is well known that a machine,
called perfect cloning machine (PCM) that outputs two perfect copies of a given quan-
tum input state,

)i T ) ® ), (2.94)
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is forbidden by the laws of quantum mechanics. More precisely, perfect cloning is
possible if and only if the input state (|t));,) is drawn from a set of orthogonal states,
a simple von Neumann measurement will allow to identify it without disturbance and
prepare as many copies as we want. On the contrary, when the input state is drawn
from a set of non-orthogonal states perfect cloning becomes impossible.

Even if perfect cloning is forbidden, one can define approximate cloning machines,
called Quantum Cloning Machines that output imperfect copies (plf(Q)) of the input
state,

CM
[W)in = oY ® p}. (2.95)

For a given set of states one can then optimize the fidelity (F = (1| pf’ |1)) of the output
copies among all the possible quantum copying machines, see [40, 165] for a review on
quantum cloning.

No-Cloning Theorem and Quantum Cryptography The proof of the no-cloning
theorem is at the core of quantum cryptography, one of the most important applications
of quantum information. Wootters and Zurek result forbids a potential eavesdropper
from copying a quantum state without disturbing it, allowing two trustfull partners
to detect the action of an eavesdropper by monitoring the noise of their quantum
communication. The study of the cloning machines is intimately related to quantum
cryptography as the usual optimal attack on a given protocol is usually an asymmetric
cloning machine which is a generalization of the previously presented machine where
we allow different fidelities of the copies.

No Cloning Theorem for Continuous Variable

One can generalize the concept of cloning machine to the continuous variable frame-
work, where an input mode (#,,, pin) is cloned into two output noisy versions ((#1(2), #1(2))),
as shown in Fig. 2.11,

Cloning
Machine 2
|o> — T

Figure 2.11: The cloning machine generates two noisy copies ((1(2), Z1(2))) of the input
state (JA?”I, «fizn)

F1(2) = Tin + (2, (2.96)
P1(2) = Pin + ﬁﬁg), (2.97)

where @{\22) stands for the added noise on the output modes. One can then derive a

generalized uncertainty relation for the added noise (measured on shot-noise units) on
the output modes [43],

AN ApY > 1, (2.98)
ApY AN > 1, (2.99)
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which clearly shows that it is impossible to have two perfect copies and allows us at
the same time to lowerbound the minimal disturbance of the cloning operation.

Linear Amplifier

A key element of the cloning of continuous variables is the use of the linear amplifier

which is nothing else than the previously presented two-mode squeezer operation (2.43),

where we feed the signal input (s) with the mode we want to amplify (7;,) and the

idler mode (i) with vacuum (7(%)),

AP
out mn

Fid VG—To, VaI 0 (2.100)

id
where the gain is proportional to the squeezing parameter (G = cosh 2r).

Cloning of Coherent states

Using the cloning uncertainty relation it is trivial to see that for symmetric noise on
both quadratures, the optimal copy of a coherent state has a unit of added shot noise.
In Fig. 2.12 we present the implementation of the cloning machine presented in in
[34, 78]. First we fix the gain of the amplifier at G = 2 obtaining at the outputs

Clone 1

Clone 2
' x (0)
\%

_| Idler
L' | Anti—-Clone

Figure 2.12: The cloning machine can be implemented by injecting the input mode z;,
in the signal input of a two-mode squeezer and dividing the signal amplified output in
two clones using a balanced beamsplitter.

o = V20 + 20, (2.101)

which is a noisy version of the coherent state with twice the intensity. Then by splitting
the signal output in two modes using a beamsplitter, as shown in Fig. 2.12, we obtain

. Lo, 1 0

Ts = Tip + —=2,; +—F=2 . 2.102
V2 V2 ( )

This is exactly a state with the same mean as the input state with one added unit of

shot noise (7ou: = 2I), which was previously shown to be the optimal cloning. Using
equation (2.21) we see that the fidelity reads F = 2/3.

Classical Cloning We call classical cloning an inefficient way of making the copies
which consists in optimally measuring the state, using heterodyne detection, and then
re-preparing the copies. The fidelity that be obtain by classical cloning reads Fo = 1/2
which is lower than the one achieved using quantum operations (Fg = 2/3).
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Idler output The idler output,

Fia = 2+V23), (2.103)
P = —Dp+ V25T, (2.104)

can be seen a noisy version of the phase conjugation operation ((Z,p) — (&,—p))
applied to the input state [42]. One can also show that this phase conjugation operation
being non-Hermitian (related to time-reversal) cannot be physically implemented. But
as for cloning, one can make the phase conjugation feasible by allowing a noisy version
of it. Strikingly the optimal operation can be obtained by using the output of the idler
mode, reaches a fidelity of F' = 1/2 as the idler output has an added noise of two shot
noise units. Contrary to the cloning case, doing the operation quantumly does not
gives better performance than doing it classically (measurement and re-preparation)
as the optimal fidelity in both cases is F' = 1/2.

Linear Optics Cloning Machine

A recent striking result was the discovery that the cloning machine can be imple-
mented using just linear optics, homodyne measurement and controlled displacements
[4], which is experimentally easier to implement than using OPA crystals and reaches a
higher amplification gain. The idea is to replace the two-mode squeezer by the scheme
presented in Fig. 2.13. A fraction of the input mode (Z;,,) is reflected in a beamsplitter

Figure 2.13: Fraction of the input mode (&;,) is reflected in a beamsplitter (T") and
subsequently measured with an heterodyne measurement. The transmitted mode (&)
is displaced depending on the measurement result (£5;) and a the gain A. By correctly
choosing we obtain the transformation of a linear amplifier on the signal mode.

(T)
&1 = VThin + V1 -T2\, (2.105)

and subsequently measured with an heterodyne measurement

. 1 .. . /T [1-T (o 1 o

The transmitted mode (&)

G117 = V1= Tz — VT (2.107)
is displaced depending on the measurement result (Zs) and the gain A,

n ﬂ}xm [Ll_T _ \/—} L(0)

Tout =T + Xy = |V1 =T T\z7’ +
t II M NG 7 1

A
7 (2.108)
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If we choose the gain such that A = v2T/v/1 —T the contribution of jgo) is null,
obtaining

T
Gin + ", (2.109)

. 1
Tout = —F7—=
VST 1-T
which by setting v/G = 1/y/1 — T becomes exactly the operation of a linear amplifier
on the signal mode.

Cloning and Measurement

The previous cloning machine of coherent states has as input a single copy and generates
two noisy copies, it is then called a 1 — 2 cloning machine. One can then generalize
the previous results to N — M cloning machines where we have N copies at the input
and we output M > N copies. The optimal fidelity reads,

MN

—_ 2.11
MN+M—-N’ ( 0)

Fnoym =

as shown in [41, 42, 78]. It is interesting to point that in limit of infinite outputs

(M — o0) the fidelity reads
N

N+1
which is the limit that can be obtained with an optimal measurement [100, 103]. This
shows that the measurement can be seen as a N — oo cloning process.

FNooo = (2.111)



Chapter 3

Generation of Arbitrary
Single-Mode States

3.1 Introduction

In recent years, it has been widely recognized that nonclassical states of light repre-
sent a valuable resource for numerous applications ranging from ultra-high precision
measurements [101, 102, 200, 201] to quantum lithography [23, 30] and quantum infor-
mation processing [31]. It is often desirable to generate nonclassical states of traveling
optical modes, as opposed to the cavity QED experiments where the generated state is
confined in a cavity and can be probed only indirectly. Many ingenious schemes have
been proposed and experimentally demonstrated to generate the single-photon states
[130, 202] and various multiphoton entangled states such as the GHZ states [143, 144],
cluster states [193], and the so-called NOON states [70, 79, 88, 125, 132].
Considerable attention has been also devoted to the preparation of arbitrary single-
mode states [47, 54, 55, 191, 204] and, in particular, the Schrédinger cat-like super-
positions of coherent states [53, 129] which can be useful for quantum information
processing [111, 153]. The experimental generation of arbitrary superpositions of vac-
uum and single-photon states has been accomplished using parametric down-conversion
with the input signal mode prepared in a coherent state [159], employing the quantum
scissors scheme [12, 120, 147], or conditioning on homodyne measurements on one part
of a non-local single photon in two spatial modes [11]. It is, however, very difficult to
extend these experiments to superpositions involving two or more photons. The known
schemes for conditional generation of arbitrary superpositions of Fock states, as the
proposal of Dakna et al., require single-photon sources and/or highly efficient detectors
with single-photon resolution, which represents a formidable experimental challenge.

Dakna Proposal

Dakna et al. showed in [55] that any superposition of the first N 4+ 1 Fock states of a
single-mode of light,
N

) = caln) (3.1)

n=0

can be engineered starting from vacuum by applying a sequence of displacements and
single-photon additions, as shown in Fig. 3.1. Remembering that the definition of an

43
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Figure 3.1: Dakna et al. proposal for experimentally generating a superposition of Fock
states is based on a sequence of displacements interspersed with a conditional photon
subtraction. A successful state preparation is heralded by no click of the photodetectors
(APD).

arbitrary single-mode state (3.1) can we rewritten as

N

[1@" - 59)0), (3.2)

=1

where (¥ are the N (complex) roots of the characteristic polynomial Eszo cra® /v/nl.
Using the relation

a' — p* = D(B)a' D' (B), (3.3)
we find that

[¥) = D(Bn)a' DY (By) D(By-1)a' DY (By—1) x ... x D(B1)a’ D¥(51)[0). (3.4)

Because DT (Bx)D(Bn—1) = D(Bn—1 — Bn), We can obtain any quantum state (3.1)
from the vacuum by a succession of alternate state displacement and single-photon
addition.

The two major drawbacks of this proposal are: Firstly, the need of single-photon
sources on demand, which is experimentally very challenging, in order to implement the
photon addition step of the protocol; Secondly, because the successful state preparation
is heralded by a no click of the photodetectors, the scheme is extremely sensitive to
the inefficiency of the photodetectors.

New Proposal

In this chapter, we propose a novel state preparation scheme inspired by the proposal
of Dakna et al. [55], which does not require single-photon sources and can operate
with high fidelity even with low-efficiency detectors that only distinguish the presence
or absence of photons. Our crucial observation is that if the initial state is a squeezed
vacuum, then the single-photon addition can be replaced with single-photon subtrac-
tion [139, 49, 115], as shown in Fig. 3.2, which is much more practicable. Indeed, a
single-photon subtraction can be achieved by diverting a tiny faction of the beam with
a beam splitter towards a photodetector, so that a click means that a photon has been
subtracted from the beam (this process becomes exact for a transmittance tending to
one). In fact, the single-photon subtraction from a squeezed vacuum has already been
experimentally demonstrated [197], which provides a strong evidence for the practical
feasibility of our scheme. We note that the photon subtraction is an extremely useful
tool which allows one to generate states suitable for the tests of Bell inequality violation
with balanced homodyning [85, 135]. It can also be used to improve the performance
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Figure 3.2: Our proposal for experimentally generating a superposition of Fock states
is based on a sequence of displacements interspersed with a conditional photon sub-
traction applied to a squeezed vacuum state S(s)|0). A successful state preparation is
heralded by a click of all photodetectors (APD).

of dense coding [118], and forms a crucial element of the entanglement distillation
schemes for continuous variables [37]. However, the counterpart of using photon sub-
traction in our preparation scheme lies in that a final anti-squeezing operation needs
to be performed. The implementation of this operation is technically more involved
than the initial squeezed vacuum preparation, although it has already been experimen-
tally demonstrated [17, 18, 126, 151]. In addition, a new method based on homodyne
detection followed by a feed-forward displacement has been proposed recently [77].
The present chapter is organized as follows. In Section 3.2, we explain the mech-
anism of state generation on the simplest non-trivial example of a superposition of
vacuum and single-photon states. Our setup then consists of two displacements, one
conditional photon subtraction, and two squeezers (squeezing conjugate quadratures).
We present the details of the calculation of the Wigner function of the generated state
for a realistic setup involving imperfect photon subtraction (obtained with imperfect
detectors and beam splitters with a non-unity transmittance). In order to evaluate the
performance of the scheme, we investigate the achieved fidelity and the preparation
probability for various target states. We also discuss the feasibility of the final squeez-
ing operation. In Section 3.3, we extend the scheme to the generation of an arbitrary
single-mode state and show how to calculate the displacements that need to be applied
during the state preparation. As an illustration, we consider the generation of several
states which are superpositions of vacuum, single-photon, and two-photon Fock states.
In Section 3.4, we propose an iterative state generation scheme that uses a quantum
memory in order to reduce very significantly the total number of required operations.

3.2 Generation of a Superposition of |0) and |1)

In this Section, we introduce our setup for the generation of an arbitrary superposition
of vacuum and single-photon state, which consists of two squeezers and two displace-
ments with a photon subtraction in between, as schematically sketched in Fig. 3.3.
This setup represents a basic building block of our universal scheme: as shown in Sec-
tion 3.3, any superposition of the first N + 1 Fock states can be generated from a
single-mode squeezed vacuum by a displacement followed by a sequence of N photon
subtractions and displacements, completed by a final anti-squeezing operation.

Pure-State Description

We first provide a simplified pure-state description of the setup, assuming perfect detec-
tors with single-photon resolution, which will give us an insight into the mechanism of
state generation. We will show that, conditionally on observing a click of the photode-
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Figure 3.3: Proposed experimental setup for generating |¢)) = ¢|0) + ¢1|1). An optical
parametric amplifier generates a single-mode squeezed vacuum state (of squeezing pa-
rameter si,), which then propagates through three highly unbalanced beam splitters
(BSp, BS, and BSp) in order to realize a sequence of two displacements interspersed
with one conditional photon subtraction. Finally, an anti-squeezing ST(s,u¢) operation
is applied, resulting in the output mode Agyyt. Successful state preparation is heralded
by a click of the photodetectors (APD).

tector APD, the setup produces a superposition of vacuum and single-photon states,

|1/}>targct = C0|0> + C1|1>- (35)

Our state engineering procedure starts with a single-mode squeezed vacuum state,
which is generated in an optical parametric amplifier,

V—
m Z sy~ Leanh(si)]"[2n), (3.6)

where S(s) = exp[s(al? — a?)/2] denotes the squeezing operator with a (a') being the
annihilation (creation) operator, and s, denotes the initial squeezing constant. The
single-mode squeezed vacuum passes through three highly transmitting beam splitters,
which realize a sequence consisting of a displacement followed by a single-photon sub-
traction and another displacement. The state is displaced by combining it on a highly
unbalanced beam splitter BSp with transmittance Tp > 99% with a strong coherent
state |a/rp), where rp = /Rp and Rp = 1 — Tp is the reflectance of BSp [145]. In
the limit Tp — 1, the output beam is displaced by the amount a. This method has
been used, e.g., in the continuous-variable quantum teleportation experiment [83]. For
the sake of simplicity, we shall assume that Tp = 1 and the displacement operation is
exact. The conditional single-photon subtraction requires a highly unbalanced beam
splitter BS with transmittance T', followed by a photodetector PD placed on the auxil-
iary output port. A successful photon subtraction is heralded by a click of the detector.
In the limit T — 1, the most probable event leading to a click of the detector is that
exactly a single photon has been reflected from the beam splitter. The probability of
removing two or more photons is smaller by a factor of 1 — T and becomes totally neg-
ligible in the limit 7" — 1. The conditional single-photon subtraction can be described
by the non-unitary operator

S(sin)|0) =

X =t"ra, (3.7)
where 7 = afa is the photon-number operator, while ¢t = v/T and r = v/1 — T denote
the amplitude transmittance and reflectance of BS, respectively.
The input-output transformation corresponding to the sequence of operations in
Fig. 3.2 reads R
[¥)out = ST (soue) D(c2) X D(@1)S (1) 0), (3-8)



3.2. GENERATION OF A SUPERPOSITION OF |0) AND |[1) 47

where D(a) = exp(aa’ —a*a) is the displacement operator. We will show later on how
the displacements «; and a5 depend on the target state (3.5), as well as how the initial
squeezing value sj, depends on the output squeezing Sou for a given transmittance
T <1

In order to give an intuitive description of the technique let us assume first that
T=1,a1=—as=aq, Sout = Sin = 5, and replace X by a. Then, using D(a)taD(a) =
a + a, the conditionally generated state can be written as

[¥)out = ST(s) (@ + @) S(5)|0). (3.9)

Taking into account that G and a' transform under the squeezing operation according
to

St(s)aS(s) = acosh(s) + a' sinh(s),

ST(s)a'S(s) = a' cosh(s) + asinh(s), (3.10)
we obtain
[W)out = [acosh(s)+ af sinh(s) + a]|0)
= sinh(s)|1) 4+ «|0). (3.11)

We can see that by setting oo = (¢g/c1) sinh(s), we obtain the target state (3.5). This
simple analysis illustrates the principle of the scheme shown in Fig. 3.2.

However, the limit 7' = 1 is unphysical, because the probability of successful state
generation vanishes when T' — 1. Let us now estimate the realistic values of the
displacements a2 taking into account that 7" < 1. In order to simplify the expression
(3.8), we first rewrite all displacement operators in a normally-ordered form, D(«a) =

e"a‘2/2eo“ﬁe—0‘*&, and we obtain
1Y) out o ST(Sout)e®28’ e=@38 ¢ g g1’ gmada g vi0). (3.12)

Next, we propagate the operator t* to the right by using the relations (see Appendix
C)

{hee"h = goTa g yheadl _ gtadlyn i gl (3.13)

After these algebraic manipulations we obtain
) out o ST (s0us)e28 @ et@18' e ~[03+ai/Ma g g y)0). (3.14)

Note that we have also moved to the right the operator e~®2% used the fact that
e’ B = g—aB” B agad’ 44 dropped some t and r as we are only interested in the
target state and not the success probability.

The combined action of the operators t"S(si,) on vacuum produces a single-mode
squeezed vacuum state just as without applying t* but with a lower squeezing constant
s satisfying

tanh(s) = t* tanh(s;, ), (3.15)

that is A
t"S(sin)]0) ox S(s)]0). (3.16)

Finally, we move the operator 20" {0 the right, using the formula g2ty — (a —

ot . .
ag) e*® | which results in

1) out o ST (Sout) (@ — az) €7 677" 25(s)|0), (3.17)
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where § = ag + ta; and v = @z + ay/t. With the help of Eq. (3.10), we can write,
using S(s)S(s)" =1,

e‘mfe_”*dS(sﬂO) x S(S)S(S)Te‘s‘ﬁe_V*dS(s)|O> (3.18)
x S(S)e[é(cosh(s)dT+sinh(s)f1)—w*(cosh(s)d-{-sinh(s)&*)]|O>7 (319)
x 5(8)6[6 cosh(s)—~* sinh(s)]a’ |0>, (3'20)

which is a state with a generally non-zero coherent displacement. This displacement
can be set to zero if a1 and as satisfy

(g 4 taq ) cosh(s) = (a3 + of /t) sinh(s), (3.21)
in which case the output state reads
[Wous o< ST(sout) (a — a2) S(s)[0) (3.22)
Finally, if we choose sout = s, using Eq. (3.10) we obtain,
[V)ous o sinh(s)|1) — az|0). (3.23)

Thus, the desired superposition of the first two Fock states (3.5) can be obtained by

choosing

ar = —=2sinh(s), (3.24)
C1
[tanh?(s) — t?]ay 4 (12 — 1) tanh(s)as

t4 — tanh?(s)

(5] =t 5 (325)
where the displacement «; has been determined from the condition (3.21) by subtract-
ing t times (3.21) and the conjugate of (3.21) divided by ¢ (in order to suppress the
term af), followed by some rearranging. Note that we may assume that the coefficient
c1 of the Fock state |1) is non-zero; otherwise, no photon subtraction is needed to
generate the target state.

Final Anti-Squeezing Operation

In order to obtain a superposition of Fock states at the output, we need to apply
the final anti-squeezing operation ST(soy), which squeezes a quadrature conjugate to
that squeezed by the first squeezer S(si,). This operation can be implemented by
injecting the signal beam into a nonlinear medium that is strongly pumped by a laser,
as demonstrated in [17, 18, 126, 151]. A difficulty of this method lies in that a good
spatio-temporal overlap between the signal and the pump beams must be achieved.
However, a recently proposed alternative method can be used to avoid this problem.
Here, an auxiliary mode that is prepared in a squeezed vacuum state is combined
with the signal beam at a beam splitter. The auxiliary mode is then measured with
a homodyne detector and the appropriate quadrature of the signal beam is displaced
proportionally to the measurement outcome [77]. The great advantage of this latter
approach is that it only requires the interference between two beams at a beam splitter,
which is much easier to achieve than the direct phase-sensitive de-amplification of the
signal in a nonlinear medium. A very similar scheme has been in fact successfully
demonstrated in the recent experiment of continuous variable quantum erasing [3].

Note that if we remove the last squeezing operation ST(sout), We obtain a simpler
optical setup which produces a squeezed superposition of Fock states S(sout)[co|0) +
c1|1)]. In many cases, however, this squeezing may not be an obstacle or may even
represent an advantage. For example, the generation of Schrodinger cat states |a) —
| — @) can, for small |a|, be very well approximated by a squeezed single-photon state
S(s)]1) [115, 129].
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Realistic Model

We shall now present a more realistic description of the proposed scheme taking into
account that the photodetectors exhibit only single-photon sensitivity, but cannot re-
solve the number of photons in the mode, and have a detection efficiency n < 1. Such
detectors have two outcomes, either a click or a no-click. We model this detector as
a sequence consisting of a beam splitter with transmittance 7 followed by an idealized
detector which performs a projection onto the vacuum or the rest of the Hilbert space,
Iy = |0){0] (no click), IT; =T — |0)(0| (a click).

Similarly as in Ref. [85], it is convenient to work in the phase-space representation
and consider the transformation of Wigner functions. The setup in Fig. 1 involves two
modes, the principal mode A and an auxiliary mode B. Initially, the mode A is in a
squeezed vacuum state and the covariance matrix is diagonal, y4 = diag(e 2%, e2%in),
The Gaussian Wigner function of the initial state of mode A after the first displacement

thus reads
VTS (o aeaten e,

s

Wg(TA;FA,dA) = (3.26)

where 74 = (2.4,pa)7 is the vector of quadratures of mode A and z; = v2(Ray, Saq)”

is the displacement. The matrix I' 4 is the inverse of the covariance matrix v4.

In a second step, the modes A and B are mixed on an unbalanced beam splitter BS
and then mode B subsequently passes through a (virtual) beam splitter of transmit-
tance 17 which models the imperfect detection with efficiency n. This transformation is
a Gaussian completely positive (CP) map M, and the resulting state of modes A and
B is still a Gaussian state with the Wigner function

VdetI'ap e*(TAB*dAB)TFAB(TAB*dAB)
)

T2

Wap(rap) = (3.27)

where rap = (ra,75)%. The vector of the first moments dap = (da,dp)? and the
covariance matrix yap = 1"2}3 can be expressed in terms of the initial parameters of
mode A before the mixing on an unbalanced beam splitter (BS) (i.e., z; and v4) as

follows:
da \ _ 21
(in)-5(%):
Yap = S(ae®Ip)ST +G, (3.28)
where S = 5,Sps, Sy = Ia ® /nlp and G = 04 @ (1 — n)Ip model the inefficient

photodetector, and Spg is a symplectic matrix which describes the coupling of the
modes A and B on an unbalanced beam splitter (BS),

dap

t 0O r» O
0 t 0 r

Sgg = e 0 £t 0 (3.29)
0O —r 0 ¢

After the photon subtraction, the density matrix pa out of mode A conditioned on
a click of the photodetector PD measuring the auxiliary mode B becomes

paout = Trplpap(la @ I B)], (3.30)

where Trp denotes a partial trace over mode B, and pap is the two-mode density
matrix of the Gaussian state characterized by the Wigner function (3.27). Then, after
the second displacement of z; = v2(Raw, Jan)”, the Wigner function of mode A can
be written as a linear combination of two Gaussian functions (3.26), namely

W(T)P = 01WG(T;F1,d1) +CQWG(T;F2,d2), (3.31)
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where P is the probability of successful generation of the target state. The expression
(3.31) can be derived by rewriting Eq. (3.30) in the Wigner representation. One uses
the fact that the Wigner function of the POVM element 1I; g is a difference of two
Gaussian functions,

Wi, (r) == ——e 7", (3.32)

and that the trace of the product of two operators can be evaluated by integrating the
product of their Wigner representations over the phase space.
To define the matrices and vectors appearing in Eq. (3.31), we first divide the matrix
Tap = *ygg into four sub-matrices with respect to the A|B splitting,
T4 o
ra=| 5] (3.33)

and we carry some lengthly but simple algebra, as shown in Appendix D. As detailed
in Appendix D, the correlation matrix I'; and the displacement d; appearing in the
first term on the right-hand side of Eq. (3.31) are given by

't = YT4-— aTElaT,
di = da+ 2z,
c, = L (3.34)

Similarly, the formulas for the parameters of the second term read

Ty = YT,4-— o'i;loT,
dy = da+T5 0 5 dp + 2,
det (T
¢ = —o,|dctTan) exp [~d5Mdg] (3.35)
det(T'2) det(Tp)
where TB =Tpg+ I and
M ="pYT5' — T30 T o T3 (3.36)

The final squeezing operation ST (sou;), described by the symplectic matrix

O e~ Sout

S, — { er 0 ] , (3.37)

is applied to mode A after the last displacement. The resulting Wigner function of the
output mode Ayt can be written as

Wout(r) P = CyWe (T, d}) + CoWe (1 Ty, db), (3.38)

where the inverse covariance matrix I'] , and the displacement d; 2 appearing in the
right-hand side of Eq. (3.38) are given by

I, = S7'T128.,
12 = Ssdia. (3.39)

Since all the Wigner functions in Eq. (3.31) or (3.38) are normalized, the probability
of a successful state generation can be calculated simply as the sum P = Cy + Cs.
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In order to illustrate our method, let us consider the preparation of the following four
superpositions of the Fock states |0) and |1),

lv) = (1), (3.40)
1

) = =0+ D). (3.41)
1

) = (B0 + D), (3.42)

Wa) = —(0) +3[1)). (3.43)

ﬁ

10

In the following we compare the fidelity of the state obtained by the realistic imple-
mentation (W, (r)) to the ideal pure state (W;(r)),

F = QW/dTWT(T)Wi(T), (3.44)

where the pure state Wigner function is calculated as shown in Appendix E.
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Figure 3.4: (a) Fidelity between the generated state and the target state and (b)
probability of successful generation as a function of the squeezing sy, for the four
target states (3.40) (solid line), (3.41) (dashed line), (3.42) (dot-dashed line) and (3.43)
(dotted line), with 7' = 0.95 and 7 = 0.25.

The fidelity of the generated state for the target states (3.40)—(3.43) is plotted in
Fig. 3.4(a) as a function of the initial squeezing. We can see that the conditionally
prepared states are close to the desired states and their optimum fidelities are reached
for a low initial squeezing (below 2 dB), which is experimentally accessible. Although
it is hardly visible in Fig 3.4(a), there is typically a non-zero optimal value of the
initial squeezing, giving the highest fidelity. As shown in Fig. 3.4(b) the increase of
the initial squeezing improves the probability of successful generation of the target
state. A comparison of Fig. 3.4(a) with Fig. 3.4(b) reveals a clear trade-off between
the achievable fidelity and the preparation probability.

Figure 3.5(a) shows the dependence of the fidelity on the beam splitter transmit-
tance T, considering the optimal input squeezing for each of the states. (Note that
for state (3.40), we could not find numerically the optimum squeezing, so we arbitrar-
ily chose sijn = 0.50 dB as an optimal value in other to keep a reasonable generation
probability.) We see that as T approaches unity, the fidelity gets arbitrarily close to
unity, while the probability of successful state generation decreases as P o< (1 —T)n,
as shown in Fig. 3.5(b). The value T = 0.95 used in Fig. 3.4 seems to be a reasonable
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Figure 3.5: (a) Fidelity between the generated state and the target state and (b)
probability of successful generation as a function of T' for the four target states (3.40)—
(3.43). The curves are plotted considering the optimal squeezing s;, for each state,
namely 0.50 dB for state (3.40) (solid line), 1.66 dB for state (3.41) (dashed line), 0.85
dB for state (3.42) (dot-dashed line), and 0.36 dB for state (3.43) (dotted line). The
curves are plotted for n = 0.25.

compromise between the success rate (P ~ 1072 or P ~ 10~* depending on the target
state) and the fidelity F' > 0.95%.
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Figure 3.6: (a) Fidelity between the generated state and the target state and (b)
probability of successful generation as a function of n for the four target states (3.40)—
(3.43). The curves are plotted considering the optimal squeezing s;, for each state,
namely 0.50 dB for state (3.40) (solid line), 1.66 dB for state (3.41) (dashed line), 0.85
dB for state (3.42) (dot-dashed line), and 0.36 dB for state (3.43) (dotted line). The
curves are plotted for T = 0.95.

We also have studied the dependence of the fidelity on the detection efficiency 7.
The numerical results are shown in Fig. 3.6(a), where we can see that the scheme is very
robust in the sense that the fidelity almost does not depend on 7. Fidelities above 95%
could be reached even with 7 of the order of a few percents if T" is high enough. This is
in agreement with the findings of Ref. [85]. However, a low 1 reduces the preparation
probability, as shown in Fig. 3.6(b).
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3.3 Arbitrary Single-Mode State

In the preceding section, we have demonstrated that the combination of two displace-
ments and a photon subtraction allows us to build any superposition of |0) and |1)
states. In this section, we shall generalize this procedure to any superposition of the
first N + 1 Fock states,

N
|w>target = Z Cn|7’L>, (345)
n=0

and show that it can be prepared from a squeezed vacuum state by applying a sequence
of N + 1 displacements interspersed with N photon subtractions, and a final anti-
squeezing operation as shown in Fig. 3.7.
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Figure 3.7: Proposed experimental setup. An optical parametric amplifier generates a
single-mode squeezed vacuum state S(siy)|0), which then propagates through 2N + 1
highly unbalanced beam splitters BSp and BS, which realize a sequence of N + 1
displacements interspersed with IV conditional photon subtractions. A second squeezer
is used to apply the final anti-squeezing operation ST (sou;). Successful state preparation
is heralded by clicks of all N photodetectors PDy,.

Pure-State Description

As in the preceding section, we first provide a simplified pure-state description of
the setup, assuming perfect detectors with single-photon resolution. This will allow
us to determine the dependence of the coherent displacements o; on the target state
(3.45). Generalizing the procedure presented in the preceding section, the input-output
transformation corresponding to the sequence of operations in Fig. 3.7 reads

|w>out = ST(Sout)D(aN-i—l)XD(aN)X (346)
... D(a2) X D(a1)S(si)]0).

In order to simplify this expression, we first rewrite all displacement operators in a
normally-ordered form and then move all the operators t” to the right using the rela-
tions (3.13). This results in the substitution a; — a;t¥ 177 and ai — a;tﬁN’l in

the exponents. Next, we propagate all the exponential operators et T105a ¢4 the
right,

|¢>out X ST(Sout)eomprl&T detaNde (347)

et ndl = AN G (5 y10Y,

where v = E;V:ng a;jt"~N=1 The combined action of the operators tV"S(s;,) on the

vacuum produces a single-mode squeezed vacuum state, V™S (s;,)|0) oc S(5)|0), where
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tanh(s) = 2 tanh(s;,). After some algebraic manipulations and taking sou; = s, we
get,

N
[t)) out, o< H(d cosh(s) + a' sinh(s) — 3;)[0), (3.48)
j=1
where
N41
Bi= > otV (3.49)
k=j+1

Formula (3.48) is valid provided that the overall displacement is zero, corresponding
to the constraint

N+1 N+1
cosh(s) Z o tN T = ginh(s) Z a;tj*Nfl , (3.50)
=1 =1

which generalizes condition (3.21).

We now prove that an arbitrary superposition of the first N + 1 Fock states
Z'r]j:() ¢n|n) can be expressed as vazl (A-3;)|0) = Z]kvzo hiA¥|0), where A = G cosh(s)+
a'sinh(s) and hy are the coefficients of the characteristic polynomial whose roots are
B;. From the condition

N N
> heARI0) = enln), (3.51)
k=0 n=0

we can immediately determine the coefficients hy and hy_1. This is because only the
term A" gives rise to @'V and, similarly, only the expansion of AVN~1 contains ™V ~1.

We thus get
ey sinh(s) _ ensinh ™ (s) (3.52)

N e N _1)

Once we know hy and hy_1, we insert them back in Eq. (3.51), and, from 22\72702 hi A¥|0) =
Eg:o cnn) — (hy—1AN=1 4+ hy AN)|0), we determine hy_o and hy_3. By repeating
this procedure, we can find all coefficients h;. This proves that the condition (3.51)
can always be met for any nonzero squeezing, hence our method is indeed universal
and allows us to generate arbitrary superpositions. After finding the h;’s, the coeffi-

hn =

cients (3;’s are calculated as the roots of the characteristic polynomial Eiv:o hiB*, and,
finally, the IV 4 1 displacements o;’s are determined by solving the system of N + 1
linear equations (3.49) and (3.50).

Realistic Model

We shall now present a more realistic description of the proposed scheme, which takes
into account realistic photodetectors. After the k-th photon subtraction and the &k + 1-
th displacement, the density matrix py 4 of mode A conditioned on a click of the
photodetector measuring the auxiliary mode By, is related to pr—1,4 as follows,

pra = D1 Trp[M(pr—1,4 ® [0)(0]) (I ® Ty, )| D] , ,, (3.53)
where po a4 = S(8in)]|0)(0|ST(sin), Di+1 = D(ak41) is a displacement operator and M

denotes the Gaussian CP map (3.28) that describes the mixing of the modes A and
B on BS and accounts for imperfect detection. Since each step (3.53) gives rise to a
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linear combination of two Gaussian states from a Gaussian state, the Wigner function
of the state py_4 can be written as a linear combination of 2¥ Gaussian functions,

2k:
Wi(r) Py = Z CiWa(riTjx. djk), (3.54)
j=1
where Py, is the probability of success of the first £ photon subtractions. The correlation
matrices I'; 1, and displacements d;  after k photon subtractions and £+1 displacements
can be expressed in terms of I'; ;1 and d; 1.
Similarly as in Section 3.2, we first define the real displacement vector z; = \/ﬁ(%ak, Sayg) T
and the two-mode covariance matrix and vector of mean values after the action of the

CP map M,
dj i, A dix
EZ) — S 7
(i) = (%)
Yikas = ST, @Ip)ST+G. (3.55)

We also decompose the inverse matrix I'; x ap = 7{,& p similarly as in Eq. (3.33),

T k,A 05k

Toroan— | Tik J, 3.56
J:k,AB [ Ufk T, k8 ( )
The j-th term in Eq. (3.54) gives rise to two new terms. The (2j — 1)-th term is

parameterized by

Foj1x = Tjk-14— Uj,kflTj__’]i,LBUT‘:k—lv
doj_1x = djr—1,4+ 2kt1,
Coj—1k = Cjr-1. (3.57)
Similarly, the formulas for the 2j-th term read
Pojr = Tin1a—05k 1 54 4 g0k 1,
dojr = dik1,4a+T5500 1050 pdik1.8+ 2641,
det(I'j x—1,4B
Czj_’k = —QCj)kfl ( J: Z )
det(Ig;,) det(Y k-1,8)
xexp [=dj 1 pMdjr1,8], (3.58)

where Tj,k—l,B = Tj,k—l,B + I and

_ ) -1
M = TJ,k*LB’rj,k—l,B

Sl T -1 _ 1
_Tj,k—l,BUj,k71F2j,kUJ>k*1Tj,k—l,B'

Iterating these formulas N times starting from the initial (k = 0) Gaussian state (3.26)
and then applying the final anti-squeezing operation ST(s.yu) which acts on the inverse
correlation matrices I'; y and displacements d; ny as in (3.39), one obtains the Wigner
function of the conditionally generated state. The probability of state preparation can

be calculated simply as the sum P = Zfil CjnN.

Examples

We shall now consider, as an illustration, the generation of superpositions of |0), |1),
and |2). These states, namely,

1

w =
i V14 eol? + e )?

(col0) + c1[1) + [2)). (3.59)
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can be prepared with two photon subtractions. Here, we assume that the coefficient
¢ of the Fock state |2) is non-zero (we arbitrarily take it equal to one). Otherwise,
only one (or zero) photon subtraction would be needed to generate the target state. In
the case of two photon subtractions interspersed with three displacements, Eq. (3.48)
reduces to

[V)our o (sinh(s)cosh(s) + 6152)]0) (3.60)
—  (B1 + B2)sinh(s)|1) + V2 sinh?(s)[2).
This state matches the target state (3.59) if

B+ VBZ_4C

B1,2 5

(3.61)

where

B = +/2sinh(s)cy,
C = V/2sinh?(s)cy — sinh(s) cosh(s).
Equations (3.49) and (3.50) allow us to calculate the displacements needed to generate

this state. Assuming for simplicity that cp, ¢; and s are chosen such that 5; and (o
are both real, we obtain

a3 = [,
Qg = (61 - O[g)/t, (362)
tanh(s)(ag + az/t) — (a3 + taz)

t2 — tanh(s)/t2 '

a1 =

In order to illustrate our method, let us consider the following four superpositions
of the Fock states |0), |1), and |2):

1) = [2), (3.63)
1

) = (I +12), (3.64)
1

i) = 5 (10)+12), (3.65)

s) = —=(0) + 1) + |2)), (3.66)

V3

We plot the behavior of the fidelity and probability of generation of the target
states (3.63) — (3.66) as a function of the initial squeezing si, (Fig. 3.8), beam-splitter
transmittance (Fig. 3.9), and photodetector efficiency (Fig. 3.10). As in the preceding
section, we observe that the fidelity of the generation for any state gets arbitrarily close
to one as T approaches unity, as shown in Fig. 3.9. We also find that the fidelity is
very robust against small detector efliciency 7, as can be seen in Fig. 3.10. On the
other hand, the preparation probability decreases with a growing 7" and decreasing 7,
as predicted by the equation P oc (1 — T')%n?.

All these features are very similar to those found in the preceding section, where we
considered only states generated with one photon subtraction. Let us now stress some
new features. First, we note here the existence of a clear optimal input squeezing, giving
the maximum fidelity for each of the four studied states, see Fig. 3.8(a). Observing
that for a fixed T the optimal squeezing has a higher value [from 2.4 dB for state (3.65)
to 4 dB for state (3.64)] than those encountered in the case of one photon subtraction,
we can expect an increasing value of the optimal squeezing for an increasing number of
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Figure 3.8: (a) Fidelity between the generated state and the target state and (b)
probability of successful generation as a function of the squeezing si, for the four
target states (3.63) (solid line), (3.64) (dashed line), (3.65) (dot-dashed line), and
(3.66) (dotted line), with 7' = 0.95 and 7 = 0.25.
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Figure 3.9: (a) Fidelity between the generated state and the target state and (b)
probability of successful generation as a function of T for the four target states (3.63)—
(3.66). The curves are plotted considering the optimal squeezing s;, for each state,
namely 3.54 dB for state (3.63) (solid line), 4.02 dB for state (3.64) (dashed line), 2.43
dB for state (3.65) (dot-dashed line), and 3.24 dB for state (3.66) (dotted line). The
curves are plotted for n = 0.25.

Fock states in the target superposition. It can be checked that the value of this optimal
input squeezing tends to zero when T tends to 100%, at the expense of a vanishing
generation probability.

Another interesting fact is the existence of very different values of the optimum
fidelity for different target states for a fixed " = 0.95 and n = 0.25, as shown in
Fig. 3.8(a). For example, the two-photon state |2) is much more difficult to gener-
ate using our method than the other three states (3.64)—(3.66). For the state |2), a
transmittance of T' > 0.99 is necessary to reach a fidelity of F' > 0.95, resulting in a
very low probability of generation. This would make the experimental generation of
[2) (or S(sout)|2) if the final squeezing operation is omitted) with a good fidelity very
challenging. In contrast, the balanced superposition state (3.66) can be generated with
a high fidelity F' > 0.90 even with a transmittance 7" ~ 0.90.

Finally, a surprising fact arises when 1 # (2. Then, the equations (3.62) give two
distinct sets of «;’s generating the same target state, the second set being obtained by
making the exchange (1 < (2. Considering the pure-state description and 7" — 1, the
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Figure 3.10: (a) Fidelity between the generated state and the target state and (b)
probability of successful generation as a function of i for the four target states (3.63)—
(3.66). The curves are plotted considering the optimal squeezing s;, for each state,
namely 3.54 dB for state (3.63) (solid line), 4.02 dB for state (3.64) (dashed line), 2.43
dB for state (3.65) (dot-dashed line), and 3.24 dB for state (3.66) (dotted line). The
curves are plotted for 7' = 0.95.

two alternative choices of displacements become strictly equivalent. In contrast, when
considering the realistic model with T < 1, these two solutions for the same target
state do not have exactly the same behavior. As we can see in Fig. 3.11(a), one of the
two solutions is indeed more robust to decreasing T. However, the two solutions are

rather similar as far as the probability of state generation is concerned, as shown in
Fig. 3.11(b).
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Figure 3.11: (a) Fidelity between the generated state and the target state and (b)
probability of successful generation as a function of T' for the two target states (3.64)
and (3.66). The curves correspond to the two choices of the displacements oy and
ao when considering the optimal squeezing si, for each state, namely 4.02 dB for
state (3.64) (dotted line, dot-dashed line), and 3.24 dB for state (3.66) (dashed line,
solid line). The curves are plotted for n = 0.25.

3.4 Efficient State Preparation

We have seen in the preceding sections that the probability of successful state prepara-
tion decreases exponentially with the maximum number of photons N in the superpo-
sition, P o< (1 —T)¥n¥, which would limit the applicability of the scheme to N < 2 in
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practice. In order to overcome this problem and enhance the success rate, we have to
use some additional resources besides linear optics and squeezers. The main weakness
of the present scheme is that all photon subtractions have to succeed simultaneously
for the state to be generated, which results in this exponential scaling. As we will see,
this can be avoided provided that a quantum memory is employed. Recently, the first
experimental demonstrations of quantum memory for light based on the interaction of
light beams with atomic ensembles have been reported [114, 131]. A quantum mem-
ory enables to deterministically store the state of a light mode for some time, and to
retrieve it later on when required.

Our efficient state preparation scheme works in an iterative manner, with two states
with up to N/2 photons being generated separately and stored in a quantum memory.
The total number of trials required to generate both states then scales as 1/Ps+1/Pp,
instead of 1/(P4Pp) which would be the case without a memory. The two states are
then merged, and a state with up to N photons is produced. This merging is achieved
conditionally by combining the two modes on a balanced beam splitter and projecting
one of the output modes onto vacuum, see Fig. 3.12(a). This requires an efficient
detector, being able to discriminate between the presence and absence of a photon.
This is a second extra resource for our efficient state preparation scheme. The scheme
is iterative in the sense that each of the states with up to N/2 photons is itself obtained
by merging two states with up to N/4 photons, etc.

The scheme starts from superpositions of vacuum and single photon states ¢o|0) +
¢1|1), which can be prepared conditionally using the scheme discussed in Section 3.3.
These states are repeatedly merged together and after each successful merging the
resulting state is stored in a quantum memory, see Fig. 3.12(b). After k successful
iterations, an arbitrary state containing up to 2¥ photons can be prepared. A similar
technique was already proposed in the literature to efficiently generate two-mode V-
photon entangled Schrodinger cat-like states [45], and it is inspired by the quantum
repeater concept [36, 65] where such a recursive method is exploited to efficiently
distribute entanglement through noisy channels over long distances.

@ 0o oy ®

8
4
2
50:50
1

A

Figure 3.12: (a) Setup for merging two states in modes A and B into a single state.
The procedure succeeds conditionally on detecting no photons in the left output mode.
(b) Starting from superpositions of |0) and |1) and repeating the merging operation
iteratively, it is possible to prepare states with up to 2" photons after n iterations.

In order to check that the iterative scheme is universal, note that any state [1)(2N))

Ziﬁo cn|n) can be written as [p(?NV)) Hjivl (af — «;)|0). Now choose |¢E4N)> o

12, (V2al, — a;)[0) and [v57) oc [Ny, 1 (V2al — a;)|0). If the modes A and B are
combined on a balanced beam splitter, then we have

1
QAjin = ﬁ(aA,out + aB,out)u

1
aB,in = E(GA,out - aB,out)' (3-67)
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As a consequence, the state of the output mode A conditioned on projecting B onto
vacuum is proportional to [¢2¥)). This decomposition of |2M) into [¢*)) and

|¢§BN)> can be repeated until we find the 2N basic states c§|0) + c¥|1), k =1,...,2N,
from which the state |1/(2N)) can be iteratively prepared.

As a first example, let us consider the preparation of the state [¢)(2)) = ¢o|0) +
c1]1) + ¢2]2) by merging the states ag|0) +a1|1) and bg|0) + b1|1), where the coefficients
a; and b; can be determined by solving a system of equations

b b
2.0 _\pa 4t /2 (3.68)
bo ap Co ap bo Co

and using the normalization of the states. The probability of successful merging is
given by

1 1
PM = |a0|2|b0|2 + —|CLOb1 + a1b0|2 + —|a1|2|b1|2. (369)

The probability can be bounded from below, Py > = , and the minimum is achieved

when ag = by = 1/\/§ and a1 = —b; = \/_3 It follows that the total number of
elementary operations required to generate the state [1)(®)) is Oy =~ 6/Py, where P
is the probability of preparing the superposition of vacuum and single-photon states.
This should be compared with the total number of trials Oyt &= 1/ P12 necessary when
the scheme described in the preceding section is used instead. As we have seen before,
P, = 1072, hence the present procedure reduces the number of necessary operations
by more than an order of magnitude even in this simplest case. The price to pay, of
course, is the need for a quantum memory and a highly efficient photo-detector for the
merging operation.

In order to show that the required resources scale only sub-exponentially with NV,
let us consider the preparation of the single-mode states %(|O> +|N)). At the n-th

iteration step, states |0) & ¢,,—1]|2" 1) are merged to produce a state |0) + ¢, |27) (we
omitted the normalization prefactors for simplicity). The coefficients are related as

follows,
2
n = "L fom], (3.70)

22"~ 1on—11

Starting from cjog, v = 1 all coefficients ¢,,, n < logy N can be determined from Eq.
(3.70). The probability of successful merging is given by

1"‘|Cn|2

(I +Tenna PP o

P(nfl)ﬁn =

and the total number of operations to prepare the state |0) + ¢,|2™) can be estimated
as O, = 20,-1/P,_1—y. For large K = 2", we can use the Stirling approximation

~ V2rKK%e K and we get ¢, ~ ¢2_,/(m2"~1)/4. Within this approximation,
we can bound the probability (3.71) as follows,

P N 1 vr2r—1l 4 e, 1) < 1
nelen S ot (1 Jen1?)? ~ ovpon-1

The recurrence formula for the total number of operations becomes O,, = 2v72"+t10,,_;
which can be solved to yield

(3.72)

(2\/_ )y on(n+1)/4 (3.73)

where P; is the probability of preparation of |0) + ¢g|1). An approximate bound on
the total number of operations Ocat ot (/) required to generate the state —= (|0> +|N))
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can be obtained from Eq. (3.73) by setting n = log, N and we get

Ocat,tot (N) < %N%+% logz ™ N7 log N (3.74)
1
which is clearly a sub-exponential scaling with N. In Fig. 11, we plot the total number
of operations as a function of N determined by numerical calculations. The log-log
plot reveals that the dependence of Ocat 1ot (IN) on N is essentially polynomial.

As an example, consider the case N = 8. Assuming P; = 1072 we get Ocat tot(8) =
37000, while if using the scheme discussed in Section 3.3 then eight photon subtractions
would have to be performed simultaneously and about (1/P;)® = 10*° trials would be
required. The scheme employing a quantum memory is thus eleven orders of magnitude
more efficient.
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Figure 3.13: Total number of operations required to prepare a single-mode Schrodinger
cat-like state (|0) + |N))/v/2.

3.5 Conclusions

In summary, we have shown that an arbitrary single-mode state of light can be en-
gineered starting from a squeezed vacuum state and applying a sequence of displace-
ments and single-photon subtractions, followed by a final squeezing operation. Since
our proposal does not require single-photon sources and can operate with low-efficiency
photodetectors, we anticipate that its experimental implementation will be much eas-
ier than for the previous proposals, in particular the one based on repeated photon
additions [55].

We have shown that an arbitrary superposition of |0), |1) and |2) states can be
successfully produced with high fidelity using a reasonably low squeezing (~ 3dB) if
the transmittance T of the beam splitter used for photon subtraction is sufficiently close
to unity (e.g. T ~ 95%). This holds even when inefficient photodetectors with single-
photon sensitivity but no single-photon resolution are employed, such as the standard
avalanche photodiodes, as it only affects the probability of successful generation of the
state without compromising the fidelity. However, low n and high T" drastically reduce
the preparation probability, so that a compromise has to be made when determining
T. The final anti-squeezing operation required to obtain a finite superposition of Fock
states is technically perhaps the most demanding part of the scheme, but is nevertheless
achievable with the current technology.

The recent demonstrations of single-photon subtraction from a single-mode squeezed
vacuum [142, 197] provides a strong evidence of the practical feasibility of our scheme.
We may reasonably assert, based on our proposal, that the preparation of squeezed
superpositions of |0), |1}, and |2) states should be experimentally achievable with the
present technology.
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Chapter 4

Loophole-free Bell Test

4.1 Introduction

Since the inception of quantum mechanics, several physicists have considered his coun-
terintuitive aspect as an evidence of the incompleteness of the theory. There have been
repeated suggestions that its probabilistic features may possibly be described by an
underlying deterministic substructure. The first attempt in this direction originates
from the famous paper by Einstein, Podolsky, and Rosen (EPR) [69] in 1935. There,
it was advocated that if “local realism” (causality + deterministic substructure, as de-
scribed below) is taken for granted, then quantum theory is an incomplete description
of the physical world.

The EPR argument gained a renewed attention in 1964, when John Bell derived his
famous inequalities, which must be satisfied within the framework of any local realistic
theory [15]. Bell showed that any such deterministic substructure model (also called
“hidden-variables model”), if local, yields predictions that significantly differ from those
of quantum mechanics. The merit of Bell inequalities lies in the possibility to test them
experimentally, allowing physicists to test whether either quantum mechanics or local
realism is the correct description of Nature.

Bell Inequalities

In this chapter, we will use the Clauser-Horne-Shimony-Holt inequality (called Bell-
CHSH inequality in the following), originally devised for a two-qubit system [48]. Let
us consider the following thought experiment, which we will analyze from the point of
view of local realism. The experiment involves three distant parties, Sophie, Alice, and
Bob. Sophie (the source) prepares a bipartite state and distribute it to Alice and Bob
(the two usual partuners), see Fig. 4.1.

Then, Alice and Bob randomly and independently decide between one of two possi-
ble quantum measurements Ay or Ay (B; or By), which should have only two possible
outcomes +1 or —1. The timing of the experiment should be arranged in such a way
that Alice and Bob do their measurements in a causally disconnected manner. Thereby,
Alice’s measurement cannot influence Bob’s, and vice-versa. Local realism implies two
assumptions:

1. Realism: the physical properties A1, Ao, By, By have definite values a1, ag, b1, ba,
which exist independently of their observation. This implies the existence of a
probability distribution P(aq,as,b1,bs), dependent on how Sophie generates the
bipartite state.

63
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P&, .3 .0 .b)

Sophie

Figure 4.1: Sophie prepares a bipartite state and distributes it to Alice and Bob, who
perform each a measurement. Alice measures either A; or As, while Bob measures B,
or By. In alocal realistic theory, there must exist an underlying probability distribution
p(ay, az, b1,be), generated by Sophie.

2. Locality: Alice’s measurement choice and outcome do not influence the result of
Bob’s measurement, and vice-versa. The measurement events are separated by a
spacelike interval.

If we consider local realism as the correct description of the physical world, then we
obtain the Bell-CHSH inequality

S| = [{a1b1) + (a1b2) + (a2b1) — (a2b2)| < 2, (4.1)

where (a;bi) denotes the average over the subset of experimental data where Alice
measured a; and, simultaneously, Bob measured b;. Indeed, if there is an underly-
ing probability distribution p(ai,as, b1,b2), then each realization of it contributes by
a1 (b1 + b2) + az(by — by) = £2 to the average, implying Eq. (4.1).

Now, if we consider that Sophie generates and distributes an entangled pair of
qubits, quantum mechanics predicts S = 2+/2, which is in contradiction with local
realism. Thus, an experimental test of Bell-CHSH inequalities where a violation of
S < 2 is observed disproves any classical (local realistic) description of Nature.

Experimental Bell Test and Related Loopholes

From the beginning of the 80’s, many experimental Bell tests [8, 9, 10, 80, 122, 188, 195]
have been performed, observing the violation of Bell inequalities predicted by quantum
mechanics. All these schemes used optical setups because, at that time, it was the only
known way of generating and distributing entangled particles (photons) at a distance in
order to make Alice’s and Bob’s measurements causally disconnected. The technology
of generation of entangled states of photons is very well mastered today [122] and the
prepared entangled states can be distributed over long distances via low-loss optical
fibers [195]. However, the currently available single-photon detectors continue to suffer
from a too low efficiency npp, which can be exploited by a local realistic model to yield
a violation. Thus, to reject local realism, it is necessary to make the extra assumption
that the registered pairs form a fair sample of the emitted pairs. So, from a logical
point of view, these experiments do not succeed in ruling out a local realistic model,;
this is the so-called detector-efficiency loophole [121, 146, 163]. This loophole has been
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closed in a recent experiment with trapped ions [161], thanks to the high efficiency
of the measurement of the ion states. However, the ions were held in a single trap,
only several micrometers apart, so that the measurement events were not spacelike
separated, opening in turn the so-called locality loophole [16, 164].

So far, no experimental test has succeeded to close both loopholes at the same
time, that is, the measured correlations may be explained in terms of local realistic
theories exploiting the low detector efficiency or the timelike interval between the two
detection events. It was suggested that two distant trapped ions can be entangled via
entanglement swapping by first preparing an entangled state of an ion and a photon
on each side and then projecting the two photons on a maximally entangled singlet
state [37, 64, 75, 182]. Very recently, the first step toward this goal, namely the entan-
glement between a trapped ion and a photon emitted by the ion, has been observed
experimentally [24]. However, the entanglement swapping would require interference
of two photons emitted by two different ions, which is experimentally very challenging.
An interesting alternative to the atom-based approaches [81, 82, 182] consists of all-
optical schemes based on continuous variables of light. Indeed, the balanced homodyne
detection used in these schemes can exhibit a high detection efficiency [152], sufficient
to close the detection loophole.

4.2 Bell Test with Continuous Variables of Light

Quantum continuous variables of light have been successfully used to realize some
of the standard informational tasks traditionally based on qubits. Unfortunately,
the entangled two-mode squeezed state that can easily be generated experimentally
[32, 140, 167] cannot be directly employed to test Bell inequalities with homodyning.
Indeed, as noted by Bell himself, this state is described by a positive-definite Gaus-
sian Wigner function, which thus provides a local realistic model that can explain all
correlations between quadrature measurements (carried out by balanced homodyne
detectors). Thus, similarly as in the case of the purification of continuous variable
entanglement [37, 71, 73, 79, 89], one has to go beyond the class of Gaussian states or
Gaussian operations.

In particular, it is possible to obtain a Bell violation with a Gaussian two-mode
squeezed vacuum state by performing a non-Gaussian measurement, for example a
photon-counting measurement [13]. As shown in Fig. 4.2, Sophie prepares an entangled
state and distributes it to Alice and Bob. The two possible measurements on Alice’s
and Bob’s sides consist in randomly choosing between applying the displacement D(«)
or no displacement, followed by a measurement of the parity of the number of photons
n impinging on the single-photon detector. The resulting parity a; = (—1)™ gives the
binary result used in the Bell-CHSH inequality. It can be shown (see [13]) that

S = [W(0,0) + W(a,0) + W(0,a) — W(a,a)| (4.2)

where W (x, p) is the Wigner function of the entangled state, violates the Bell-CHSH
inequality S < 2 by about 10% for an appropriate choice of . Recent proposals using
more abstract measurements described in Refs. [46, 76, 113] gave similar results. Note,
however, that these measurements are either experimentally infeasible or suffer from a
very low detection efficiency, thereby re-opening the detection loophole.

Considering the current state of the art in quantum optics technologies, the scheme
based on high-efficiency homodyne detection seems to be the most promising way of
closing the detection loophole. However, since homodyning is a Gaussian measurement,
it is then necessary to generate highly non-classical non-Gaussian entangled states,
whose Wigner function is not positive definite. In addition, one has to develop a
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Figure 4.2: Bell test using the parity of the number of photons impinging on each
photodetector. Sophie prepares an entangled state (EPR) and distributes it to Alice
and Bob. Each of them either applies a displacement D(«) or not, and uses the parity
of the number of photons measured using a photodetector with single-photon resolution
[13].

method for converting the continuous result obtained by homodyne measurement into
a binary result (the so-called “binning” method).

Several recent theoretical works have demonstrated that a violation of Bell inequal-
ities can be observed using balanced homodyning provided that specific entangled light
states such as pair-coherent states, squeezed Schrodinger cat-like states, or specifically
tailored finite superpositions of Fock states, are available [90, 91, 134, 196]. More
specifically, the violation of the Bell-CHSH inequality was derived in Ref. [134] for a

state of the form
o0

[Yin) aB = Z cn|n,n) B, (4.3)
n=0
with |n) denoting Fock states, and a binning based on the sign of the measured
quadrature. Optimizing over the quadrature angles and probability amplitudes c,
(see Fig. 4.3), one obtains a maximal Bell-CHSH inequality violation of S = 2.076.
Interestingly, it was shown in Ref. [196] that the highest possible violation of S = 2v/2
can be obtained with the bipartite state

|win>AB = |f7 f> + ei0|gvg>7 (44)

where f(g) and g(q) are the wave functions of some specific states, and a more com-
plicated binning based on the roots of f(g) and g(q) is used. Unfortunately, no fea-
sible experimental scheme is known today that could generate the states required in
Refs. [90, 91, 134, 196].

In a recent experiment, an entangled state obtained by splitting a single photon on
a balanced beam splitter was used to make a Bell test where an homodyne detection
was carried out on each output [11]. It was claimed that the observed data violate Bell
inequality; however, the violation was obtained by post-selecting only the data when
the absolute value of the detected quadrature was above some threshold. This rejection
of data introduces a loophole very similar to the detection efficiency loophole, and this
experiment therefore does not refute local realism.

Recently, we showed [85] (and independently by Nha and Carmichael [135]), that a
very simple non-Gaussian state obtained by subtracting a single photon from each mode
of a two-mode squeezed vacuum state can exhibit a Bell violation with homodyning.
Note that this non-Gaussian state is close to the optimal state obtained in Ref. [134],
as is visible in Fig. 4.3, and gives a violation of S = 2.046. An essential feature of
this proposal is that the photon subtraction can be successfully performed with low-
efficiency single-photon detectors [49, 138, 139], which renders the setup experimentally
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Figure 4.3: Probabilities |c,|? in the Fock basis of the two-mode squeezed vacuum
state with A = 0.57 (black), the non-Gaussian state obtained from the previous state
by subtracting one photon from each mode (grey), and the optimal state of Ref. [134]
(white).

feasible. In fact, the basic building block of the scheme, namely the de-Gaussification
of a single-mode squeezed vacuum via single-photon subtraction, has recently been
demonstrated experimentally [197]. In the following, we provide a thorough analysis
of the scheme proposed in Refs. [85, 135]. We present the details of the calculation of
the Bell factor for a realistic setup that takes into account mixed input states, losses,
added noise and imperfect detectors. Moreover, we shall also discuss several alternative
schemes that involve the subtraction of one, two, three, or four photons.

4.3 Feasible Bell Test with Homodyne Detection

Proposed Optical Setup

The conceptual scheme of the proposed experimental setup is depicted in Fig. 4.4.
A source generates a two-mode squeezed vacuum state in modes A and B. This can
be accomplished, e.g., by means of non-degenerate parametric amplification in a y(?
nonlinear medium or by generating two single-mode squeezed vacuum states and com-
bining them on a balanced beam splitter. Subsequently, the state is de-gaussified by
conditionally subtracting a single photon from each beam. A tiny part of each beam
is reflected from a beam splitter BS4 (BSp) with a high transmittance T. The re-
flected portions of the beams impinge on single-photon detectors such as avalanche
photodiodes. A successful photon number subtraction is heralded by a click of each
photodetector PD4 and PDp [138]. In practice, the photodetectors exhibit a single-
photon sensitivity but not a single photon resolution, that is, they can distinguish the
absence and presence of photons but cannot measure the number of photons in the
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Figure 4.4: Conceptual scheme of the proposed experimental setup for observing a
violation of Bell inequalities with balanced homodyning. The source emits a two-mode
squeezed vacuum state in modes A and B. A small part of the beams is subtracted on
two unbalanced beam splitters BS 4 and BSp and sent on single-photon detectors PD 4
and PDpg. The two remaining beams A and B,which are conditionally prepared in a
non-Gaussian entangled state, are sent to Alice and Bob, respectively, who perform
each a balanced homodyne detection using their local oscillator LO4 and LOp.

mode. Nevertheless, this is not a problem here because in the limit of high 7', the most
probable event leading to the click of a photodetector is precisely that a single photon
has been reflected from the squeezed beam on the beam splitter. The probability of
an event where two or more photons are subtracted from a single mode is smaller by a
factor of =~ 1 — T and becomes totally negligible in the limit of 7" — 1. Another impor-
tant feature of the scheme is that the detector efficiency npp can be quite low because
small npp only reduces the success rate of the conditional single-photon subtraction
but it does not significantly decrease the fidelity of this operation. These issues will be
discussed in detail in Section 4.4.

After generation of the non-Gaussian state, the two beams A and B together with
the appropriate local oscillators LO4 and LOp are sent to Alice and Bob, who then
randomly and independently measure one of two quadratures :z?g‘v, &, characterized by
the relative phases 61, 65 and ¢1, ¢2 between the measured beam and the corresponding
local oscillator. The rotated quadratures 56‘94 = cosf &” +sinf p* and if =cosp 2P +

sin g pP are defined in terms of the four quadrature components of modes A and B
that satisfy the canonical commutation relations [#7, p*] = id;y, j, k € {A, B}.

Proposed Binning

In the proposed experiment, Alice and Bob measure quadratures which have continuous
spectrum. We discretize the quadratures by postulating that the outcome is +1 when
x > 0 and —1 otherwise. The two different measurements on each side correspond
to the choices of two relative phases 61,602 and ¢1,¢2. Quantum mechanically, the
correlation E(60;, o) = (a;bi) can be expressed as

o0

E(6;, 1) = / sign(zéxf}c)P(x‘é,xfk)dz‘éd:cfk, (4.5)

— 00

where P(x7, xh ) = (24,25 |pc7AB|:%§§ , &5 ) is the joint probability distribution of the

two commuting quadratures :%;,41_ and ifk, and p. ap denotes the (normalized) condi-
tionally generated non-Gaussian state of modes A and B. In practice, the correlations
would be determined from the subset of the experimental data corresponding to the
successful conditional de-Gaussification, i.e., Alice and Bob would discard all results
obtained in measurement runs where either PD 4 or PDp did not click. We emphasize
again that this does not open any loophole in the Bell test.
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Avoiding the Locality Loophole

To avoid the locality loophole, the whole experiment has to be carried out in the pulsed
regime and a proper timing is necessary. In particular, the measurement events on
Alice’s and Bob’s sides (including the choice of phases) have to be space-like separated.
A specific feature of the proposed setup is that the non-Gaussian entangled state needed
in the Bell test is generated conditionally when both “event-ready” detectors [16] PD 4
and PDp click. However, we would like to stress that this does not represent any
loophole if proper timing is satisfied. Namely, in each experimental run, the detection
of the clicks (or no-clicks) of photodetectors PD 4 and PDp at the source should be be
space-like separated from Alice’s and Bob’s measurements. This guarantees that the
choice of the measurement basis on Alice’s and Bob’s sides cannot in any way influence
the conditioning “event-ready” measurement [16, 85, 182]).

As we shall see, exploiting the fact that PD4 and PDp can be viewed here as
“event-ready” detectors [16], one can prove that all local-realistic models for Alice and
Bob measurements must satisfy the Bell-CHSH inequality |S| < 2. In the formalism
of “event-ready” detectors introduced by John Bell [16], one should know, by some
initiating event, when a measurable system has been produced. The main idea is to pre-
select — rather than post-select — the relevant events. For that purpose, one considers
three partners, Alice and Bob who perform the measurements, and Sophie who controls
the source, see Fig. 4.4. The entire data analysis must be performed on a pulsed basis,
with Sophie sending time-tagged light pulses (local oscillator and squeezed light) to
Alice and Bob. In each experimental run, Sophie records whether her photodetectors
clicked, while Alice and Bob carry out spacelike separated measurements of one of
two randomly chosen quadratures. After registering a large number of events, the
three partners discard all events not corresponding to an “event-ready” double-click
registered by Sophie. The correlation coefficients (a;by) are then evaluated from all
remaining events, and plugged into the S parameter (4.1). In a local realistic approach,
the light pulses in each time slot supposedly carry some random unknown parameter
1, which ultimately determines the sign of :%(;4 and if . Imposing by proper timing that
the clicks of Sophie’s conditioning detectors cannot be influenced by the measurements
on Alice’s and Bob’s sides implies that the probability distribution p(u) is independent
of the measurement phases 61 2 and ¢; 2. The measured sign s4 on Alice’s side (resp.
sp on Bob’s side) therefore only depends on p and 6 (resp. ¢ on Bob’s side), so that
(ajbr) = [dp p(p) sa(0j, 1) sp(¢r, 1), from which the derivation of the Bell-CHSH
inequality is very standard [7]. Consequently, a truly “loophole-free” Bell test can
be performed provided that Sophie’s “event-ready” detectors effectively pre-select the
measuring events.

A scheme for observing a Bell-CHSH inequality violation with balanced homodyn-
ing very similar to the setup depicted in Fig. 4.4 was proposed by Nha and Carmichael
[135]. They also consider de-Gaussification by means of photon subtraction with ineffi-
cient detectors exhibiting single-photon sensitivity but no single-photon resolution. The
difference between the setup shown in Fig. 4.4 and the scheme of Nha and Carmichael
is that in the latter case the single-photon detectors are located on Alice’s and Bob’s
sides while in our case the detectors are spatially separated from the two observers.
The position of the photodetectors is irrelevant as far as the state preparation is con-
cerned and both schemes conditionally produce the same photon subtracted two-mode
squeezed vacuum. However, the position of these detectors plays a crucial role in the
Bell test. If the single-photon detectors are placed together with the balanced homo-
dyne detectors on Alice’s and Bob’s sides, then the choice of the measurement basis
may influence (within the local-hidden-variable models) whether the single-photon de-
tector will click or not. This must be avoided, which is achieved by spatially separating
the state preparation and homodyne detection and by proper timing as in our setup.
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Ideal Photodetectors

We shall first present a simplified description of the setup, assuming ideal photode-
tectors (npp = 1) with single-photon resolution and conditioning on detecting exactly
a single photon at each detector [49, 139]. This idealized treatment is valuable since
it provides an upper bound on the practically achievable Bell factor S. Moreover, as
noted above, in the limit of high transmittance of BS4 and BSp, T' — 1, the realistic
(inefficient) detector with single-photon sensitivity is in our case practically equivalent
to these idealized detectors.
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Figure 4.5: (a) Bell factor S is plotted as a function of the effective squeezing parameter
TAfor 0, =0,0; =7/2, 1 = —7/4 and ¢2 = 7/4. (b) Probability P of successful con-
ditional generation of the state |tout) as a function of the effective squeezing parameter
T, assuming T = 0.95.

The two-mode squeezed vacuum state can be expressed in the Fock state basis as
follows,

[Yin(\)aB = V1= 22> X"|n,n)ag, (4.6)
n=0

where A = tanh(s) and s is the squeezing constant. In the case of ideal photodetectors,
the single-photon subtraction results in the state

[Yout) A X @aaB|in(TA)) AR, (4.7)

where a4, p are annihilation operators and the parameter X is replaced by T'A in order
to take into account the transmittance of BS4 and BSp. A detailed calculation (see
Appendix F) yields

BN DU "
[Yout) AB = W;(”'Fl)@)\) In,m) B, (4.8)

and the probability of the conditional preparation of state (4.8) can be expressed as

1471222

P=(1-T)>N\1- A%m.

(4.9)

For pure states exhibiting perfect photon-number correlations, the correlation co-
efficient (4.5) depends only on the sum of the angles, E(6,, ¢r) = £(0; + ¢r). With the
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help of the general formula derived by Munro [134] we obtain for the state (4.8)

_ 72y2)3 T n+m
0 = o X o Sk m+ 1)

X [F(n,m) — F(m, n)]2 cos[(n — m)y], (4.10)

where F~(n,m) = T((1 —n)/2)['(—m/2) and T'(x) stands for the Euler gamma func-
tion.

We have numerically optimized the angles 61 2 and ¢; 2 to maximize the Bell factor
S. Tt turns out that for any J, it is optimal to choose 61 = 0, 6 = /2, ¢1 = —7/4 and
¢o = /4. The Bell factor S for this optimal choice of angles is plotted as a function of
the effective parameter T'A in Fig. 4.5(a), and the corresponding probability of success
of the conditional preparation of the state |t)out) is plotted in Fig. 2(b). We can see that
S is higher than 2 so the Bell inequality is violated when T'A > 0.45. The maximal
violation is achieved for T'A = 0.57, giving S ~ 2.048. This figure is quite close to
the maximum Bell factor S = 2.076 that could be reached with homodyne detection,
sign binning, and arbitrary states exhibiting perfect photon-number correlations |¢) =

> o Cnln,m) [134].

4.4 Realistic Model

In this section we will consider a realistic scheme with inefficient (npp < 1) photodetec-
tors exhibiting single photon sensitivity but no single-photon resolution, and realistic
homodyning with efficiency npup < 1. The mathematical description of this real-
istic model of the proposed experiment becomes strikingly simple if we work in the
phase-space representation and use the Wigner function formalism. Even though the
state used to test Bell inequalities is non-Gaussian, it can be expressed as a linear
combination of four Gaussian states, so all the powerful Gaussian tools can still be
used.

Two Photon Subtractions

We shall now present a detailed calculation of the Bell factor for our proposed setup,
taking into account realistic photodetectors (npp < 1) with single-photon sensitivity
(but not resolution), imperfect homodyning, and added electronics noise. The cal-
culation is an extension to two modes states of the photsubtraction presented in the
previous chapter.

Preparation of a Non-Gaussian State

As shown in Fig. 4.6, the modes A and B are initially prepared in a two-mode squeezed
vacuum state, and the auxiliary modes C and D are in vacuum state. The Wigner
function of the four-mode state ABCD is a Gaussian centered at the origin,

vVdet Iy,
Winapep = ——— exp [—r"Tir] (4.11)

where r = [z, p4, ... 2P pP]

by the covariance matrix

,and I'y, = 7;]1. The initial state is fully characterized

Yin = Y1MS,AB © loD, (4.12)

where yrvs is the covariance matrix of a two-mode squeezed vacuum and @ denotes
the direct sum of matrices.
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Figure 4.6: Scheme of the proposed experimental setup for observing a violation of Bell
inequalities considering realistic photodetectors (napp < 1) with single-photon sensitiv-
ity, imperfect homodyning (ngup < 1), and unbalanced beam splitters of transmittance
T <1

The imperfect single-photon detectors (balanced homodyne detectors) with detector
efficiency npp (D) are modeled as a sequence of a lossy channel with transmittance
npp (neup) followed by an ideal photodetector (homodyne detector). In our setup,
the modes AC (BD) interfere on the unbalanced beam splitters BS4 (BSp) and pass
through the four “virtual” lossy channels before impinging on ideal detectors. The
covariance matrix of the mixed Gaussian state pous,apcp just in front of the (ideal)
detectors is related to i, via a Gaussian CP map,

Yout = SnSmix'YinSrjr:iXSg + G, (413)
where

Sy, = v/neuplas © v/npolep, (4.14)
G = (1 —ngup)lap ® (1 —nep)lcp, (4.15)

and the symplectic matrix

Smix = SBs,ac ® Sps,BD (4.16)

describes the mixing of modes A with C' and B with D on the unbalanced beam splitters
BS 4 and BSp, respectively.

The state p., ap is prepared by conditioning on observing clicks at both photode-
tectors PD4 and PDp. These detectors respond with tho different outcomes, either a
click, or no click. Mathematically, an ideal detector with a single photon sensitivity is
described by a two-component positive operator valued measure (POVM) consisting of
the projectors onto the vacuum state and on the rest of the Hilbert space, ITy = |0)(0],
II; = I —|0){0]. The resulting conditionally prepared state p. 4p can be calculated
from the density matrix pous,aBcp as follows,

pe,aB = Treplpout,aBep(Iap @ Iy o @ 111 p)]. (4.17)

It is instructive to rewrite the partial trace in Eq. (4.17) in terms of Wigner functions,
taking into account that

Tr[XY] = (2m)V 1 h Wx (r)Wy (r)d*Nr, (4.18)

where Wx (r) and Wy (r) denote the Wigner representations of the operators X and Y,
respectively, and N is the number of modes we trace over. The POVM element IT; is a
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difference of two operators whose Wigner representations are both Gaussian functions,
W, = 1/(2r), Wy = 7~ e~ ~P". After a bit lengthy but otherwise straightforward
calculations, as shown in the previous chapter, we find that the Wigner function W, ap
of (normalized) conditionally prepared state (4.17) can be expressed as a linear com-
bination of four Gaussian functions,

vV det Fout 4

We ap(r) = —r'Tsapr (4.19)

a5
72 Pg ;\/detl—‘jyc[)e ’

where ¢ = 1, g0 = g3 = —2 and ¢4 = 4. The corresponding probability of success is
given by

4

49j

P = /det Tout . (4.20)
; det(I'j apT'j,cp)

To define the various matrices appearing in Egs. (4.19) and (4.20), we first introduce

a matrix I' = 4.} and we divide I" into four smaller submatrices with respect to the

bipartite AB vs CD splitting,

o FAB ag
= { oo ] (4.21)
It holds that
Tjap=Tap—ol;¢po’, (4.22)

and the four matrices I'; cp read

I'iep =Tcp,
I'ocp=T¢p+1c @ 0p,
I'sep =T¢cp +0¢c ® Ip,
I'scp=T¢p+Icp.

(4.23)

Correlation Coefficient E(6;, ¢r)

The joint probability distribution P (:vg‘i , :Efk) of the quadratures :Cg‘i and xfk appearing
in the formula (4.5) for the correlation coefficient E(6;, ¢1) can be obtained from the
Wigner function (4.19) as a marginal distribution. We have

P(xg,xf ) = / / We,aB(Shre, 6.)dpg.dpl (4.24)

— 00 —0O0

where rg, 4, = [:v(‘_;‘i,pg‘i , :Efk,pfk] and the symplectic matrix Sgn, = Sps, 4(0;)DSps,5(Pr)
describes local phase shifts applied to modes A and B that map the measured quadra-
tures xg‘i and xgk onto the quadratures 4 and 2%, respectively.

In order to express the result of the integration in Eq. (4.24) in a compact matrix
notation, we re-order the elements of the vector 74, 4, as follows,

g 1000 T
o 0010 7
o7 — 0;
s 0010 0|l (4.25)
5 000 1 p

which defines a matrix Syop,. After these algebraic manipulations, the four matrices
I'; ap appearing in the exponents in Eq. (4.19) transform to

A Oj}

/ _ _ T T —
Fj7AB - ShomSShF%ABSshShom = |: O;T Bj (426)
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where we have divided the matrix I'; ,p into four sub-matrices with respect to the x
vs p splitting. A straightforward integration over pf‘i and pfk in Eq. (4.24) then yields
the joint probability distribution,

T
/d tI‘ N ey Ty
P(af,aB) = Yo Z 4 : (4.27)
k \/det l"j,cp\/det Bj
where y = (:cg‘i,xfk)T and
I;=A;—C;B;'C. (4.28)

Taking into account the choice of binning, the normalization of the joint probabil-

ity distribution, and its symmetry, P(:Cg‘i,xfk) = P(—:Cg‘i, —xfk), we can express the

correlation coefficient as follows,

(0;, dr) = 4/ / 170 ,x¢k d:ce dzm 1. (4.29)
This last integral can be easily evaluated analytically. For a given I'; matrix
e
L { ¢ b, } ; (4.30)

the integral of the exponential term

o0 o0 2 2
Gj Z/ / e_ajyl_bjy2_2cjy1y2dy1dy2 (431)
o Jo
can be calculated by transforming to polar coordinates and integrating first over the

radial coordinate and then over the angle. After some algebra (see Appendix G), we
finally arrive at

1 ™ Cj

Gj = —F/—— 5~ arctan ——— (4.32)
21 /ajbj — C? ajbj — C?
The final fully analytical formula for the correlation coefficient reads
4
4+/det Fou q;G;
E(6i, ¢r,) = — Z J (4.33)
\/detFJ CD\/detB
and the Bell factor can be expressed as
S =E(01,¢01) + E(b1, ¢2) + E(02,¢1) — E(02, ¢2). (4.34)

Violation of Bell-CHSH Inequalities

A necessary condition for the observation of a violation of Bell inequalities with homo-
dyne detectors is that the Wigner function of the two-mode state used in the Bell test is
not positive definite. Figure 4.7 illustrates that the Wigner function (4.19) of the con-
ditionally generated state p. ap is indeed negative in some regions of the phase space.
The area of negativity, as well as the attained negative values of W, are rather small,
which indicates that we should not expect a high Bell violation with homodyning.

As we have shown before, the maximum Bell factor S achievable with our setup and
sign binning is about S = 2.048. We conjecture that this binning is optimal or close to
optimal. This is supported by the simple structure of the joint probability distribution
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Figure 4.7: A one-dimensional cut of the Wigner function of the two-mode state p. ap

along the line 2% = 24, pA = p& = 0 for A = 0.6 and beam splitters BS4 and BSp

transmittance T' = 0.95. Notice the regions where W is negative.
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Figure 4.8: Joint probability distribution P(zg‘j,xfk). Panels (a) and (b) show the
distribution for the conditionally-prepared non-Gaussian state with 7" = 0.99. Panels
(c) and (d) display the distribution for the initial Gaussian two-mode squeezed vacuum
state. The curves are plotted for perfect detectors npp = ngup = 100%, squeezing

A = 0.6 and Opjice = 0 and ¢pop = 7/4.

(4.27). As can be seen in Fig. 4.8(a,b), P exhibits two peaks, both located in the
quadrants where Alice’s and Bob’s measured quadratures have the same sign. Note
also that the two-peak structure is a clear signature of the non-Gaussian character of
the state (c.f. Fig. 4.8(c,d)).

We have carried out numerical calculations of S for several other possible binning
which divide the quadrature axis into three or four intervals, and have not found any
binning which would provide higher S than the sign binning. We have also performed
optimization over the angles 6; and ¢;, and all the results and figures presented in this
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Section were obtained for the optimal choice of angles 6, = 0, 6 = 7/2, ¢; = —7/4,
¢2 = 7T/4
2.05 - 107"
204 () e RN (b)
2.03 / RN & -
/ \\ 10
2.02 / -7
r S 2 7
201 ;o = -
/ Q ~
S 2 S1w0? -~
[ [+ =
S a -
1.98 ,/ ! " e
! 10 PR
1.97 // // - -
196r 1 | -
195001 10°
0.4 0.5 0.6 0.7 0.8 0.4 0.5 0.6 0.7 0.8
A A

Figure 4.9: Violation of Bell-CHSH inequality with the conditionally-prepared non-
Gaussian state. (a) Bell factor S as a function of the squeezing. (b) Probability of
success of the generation of the non-Gaussian state as a function of the squeezing. The
curves are plotted for perfect detectors (npp = npup = 100%) with T = 0.9 (solid
line), T = 0.95 (dashed line), and T = 0.99 (dot-dashed line).

Figure 4.9(a) illustrates that the Bell-CHSH inequality |S| < 2 can be violated
with the proposed set-up, and shows that there is an optimal squeezing Aop¢ which
maximizes S. This optimal squeezing is well predicted by the simple model assuming
perfect detectors with single-photon resolution, AqptT” =~ 0.57. The curve plotted for
T = 0.99 practically coincides with the results obtained from the ideal model, c.f.
Fig. 4.5(a). This confirms that in the limit 7" — 1 the detectors with single-photon
sensitivity become for our purposes equivalent to photodetectors with single-photon
resolution. The maximum Bell factor achievable with our scheme is about Sy, ~ 2.045
which represents a violation of the Bell inequality by 2.2%. To get close to the Spax
one needs sufficiently high (but not too strong) squeezing. In particular, the value
A & 0.57 corresponds to approximately 5.6 dB of squeezing. Figure 4.9(b) illustrates
that there is a clear trade-off between S and the probability of success Pg. To maximize
S one should use highly transmitting beam splitters but this would reduce Pg. The
optimal 7" that should be chosen would clearly depend on the details of the experimental
implementation.

Sensitivity to the Experimental Imperfections

It is shown in Fig. 4.10(a) that the Bell factor S depends only very weakly on the
efficiency npp of the single-photon detectors, so the Bell inequality can be violated
even if npp & 1%. This is very important from the experimental point of view because,
although the quantum detection efficiencies of the avalanche photodiodes may be of
the order of 50%, the necessary spectral and spatial filtering which selects the mode
that is detected by the photodetector may reduce the overall detection efficiency to
a few percent. Low detection efficiency only decreases the probability of conditional
generation Pg of the non-Gaussian state, see Fig. 4.10(b). The dependence of Pg on
npp and T can be very well approximated by a quadratic function, Pg =~ np (1 — T2
which quickly drops when npp decreases. In practice, the minimum necessary npp will
be determined mainly by the constraints on the total time of the experiment and by
the dark counts of the detectors.

In contrast, the Bell factor S strongly depends on the efficiency of the homodyne
detectors, and nggp must be above ~ 90% in order to observe Bell violation, see
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Figure 4.10: Effect of the inefficiency of the photodetectors PD4 and PDp. (a) Bell
parameter S as a function of the efficiency npp of the photodetectors. (b) Probability
of success as a function of the efficiency npp. The curves are plotted for TA = 0.57,
neup = 100% and the same transmittance as in Fig. 4.9.
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Figure 4.11: Effect of inefficient homodyning. (a) Bell parameter S as a function of the
efficiency npup of the homodyning. The curve is plotted for TA = 0.57, npp = 30%
and the same transmittance as in Fig. 4.9. (b) Bell parameter achieved for the optimal
squeezing Aop¢ is plotted as a function of ngup. (¢) Optimal squeezing Aopt is plotted
as a function of ggp. The curve is plotted for npp = 30% and the same transmittance
as in Fig. 4.9.

Fig. 4.11. However, this is not an obstacle because such (and even higher) efficiency
has been already achieved experimentally (see e.g. [203]). Interestingly, we have found
that it is possible to partially compensate for imperfect homodyning with efficiency
neup < 1 by increasing the squeezing of the initial state. This effect is illustrated in
Fig. 4.11(b) which shows the dependence of the Bell factor S on npup for optimal
squeezing Aopy. Figure 4.11(c) then shows how the optimal squeezing increases with
decreasing npup-

In addition to imperfect detection efficiency npup, the electronic noise of the homo-
dyne detector is another factor that may reduce the observed Bell violation. We model
the added electronic noise by assuming that the effective quadrature that is detected
Zdet is related to the signal quadrature Zg by a formula,

jdet = +/7IBHD j;S + V 1- TIBHD jvac + V Nel :i'noiseu

where Zyae and Zpneise are two independent Gaussian distributed quadratures with zero
mean and variance 1/2, and N is the electronic noise variance expressed in shot noise
units. On the level of covariance matrices, No can be included by modifying the
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Figure 4.12: Effect of the electronic noise and thermal input states. (a) Maximum
achievable Bell parameter S with the optimal squeezing Aop¢ as a function of the elec-
tronic noise Nej. (b) Optimal squeezing Aopy giving the highest Bell parameter S for
a given electronic noise. (c) Maximum Bell parameter S as a function of the ther-
mal noise of the input state Vioise. (d) Optimal squeezing Aopt giving the highest
Bell parameter S for a given thermal noise at the input. The curves are plotted for
npp = 30%, npup = 95%, and T = 0.9 (solid line), " = 0.95 (dashed line), and
T = 0.99 (dot-dashed line).

formula for the noise matrix G ,

G = (1 —=nBup + Net)Iap @ (1 — nep)lop. (4.35)

The homodyne detector with electronic noise is actually equivalent to a detector with-
out noise but with a lower homodyne detector efficiency n5yp = 78uD/ (1 + Net). This
can be shown by noting that the re-normalized quadrature zqe/v/1 + Ne is exactly a
quadrature that would be detected by a balanced homodyne detector with N = 0 and
efficiency npyp. Our calculations reveal that the electronic noise should be 15 —20 dB
below shot noise (see Fig. 4.12(a) and (b)), which is currently attainable with low-noise
charge amplifiers. Again, higher squeezing can partially compensate for the increasing
noise.

So far we have assumed that the source in Fig. 1 emits pure two-mode squeezed
vacuum state. However, experimentally, it is very difficult to generate pure squeezed
vacuum saturating the Heisenberg inequality. It is more realistic to consider a mixed
Gaussian state such as squeezed thermal state which can be equivalently represented
by adding quadrature independent Gaussian noise with variance Vjise to each mode
of the two-mode squeezed vacuum. The effect of the added noise stemming from input
mixed Gaussian state is quite similar to the influence of the electronic noise of the
homodyne detector, see Fig. 4.12 (¢) and (d). We find again that the added noise in
the initial Gaussian state should be 15 — 20 dB below the shot noise.

In the experimental demonstration of single-photon subtraction [197], a main source
of noise and imperfections was that the single-photon detector was sometimes triggered
by a photon coming from other modes than the mode detected in the balanced homo-
dyne detector. The single-mode description of a parametric amplifier is only an ap-
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proximation and the amplifier produces squeezed vacuum in several modes. A balanced
homodyne detector very efficiently selects a single mode defined by the spatiotempo-
ral profile of the local oscillator pulse. However, this reference is missing in case of
single-photon detector, where the effective single mode has to be selected by spatial
and spectral filtering, which reduces the overall detection efficiency 7. In practice, the
filtering is never perfect, hence the photodetector PD4 (PDp) can sometimes click
although no photon was removed from mode A (B).

We can model this false triggering by re-defining the POVM element II; ¢ (II1,p)
appearing in Eq. (4.17). The new II; becomes a convex mixture of the original POVM
element I —|0)(0|, which corresponds to triggering by a photon coming from the mode
A(B), and the identity operator I, which corresponds to the false triggering. We can
write II; (§) = I — £|0)(0] and the coefficient 0 < £ < 1 can be related to the fraction of
false triggers Pr. Assuming for simplicity pure two-mode squeezed vacuum in modes
A and B, the single-mode state in C or D just before detection is a thermal state with
mean number of chaotic photons . = npp (1 — T)A?/(1 — A?) (note that this includes
the effect of imperfect detectors with efficiency npp). The probability of projection of
the thermal state on vacuum reads Py = 1/(72 + 1). The probability of false trigger
Py can be expressed in terms of the probability of a trigger P(§) =1 — {Puac and the
probability of a correct triggering event P({ = 1) = 1 — Py,

P -PE=1)
Py = P (4.36)
From this formula we obtain I P
_ -0 +n)ry
&= 1_7& (4.37)

The analytical formula (4.34) for the Bell factor S can still be used even in the presence
of false triggering. We only have to re-define the four coefficients ¢; as follows, ¢; =1,

g2 = qs = —2€, qu = 4%
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Figure 4.13: Influence of false triggers. The Bell factor S is plotted as a function of the
probability of false triggering Py for T'= 0.9, A = 0.62 (solid line), T' = 0.95, A = 0.66
(dashed line), and T' = 0.99, A = 0.72 (dot-dashed line), npp = 30%, and nup = 95%.

The effect of the false triggers is illustrated in Fig. 4.13. As expected, the achiev-
able Bell factor decreases with increasing Py. The results are shown for a realistic set
of parameters as identified in [85] and for three different values of T'. For high trans-
mittance (T = 0.99) up to 11% of false triggers can be tolerated while for T' = 0.95
the acceptable fraction of false triggers decreases to Py = 6%. In a recent experiment
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[197], the estimated fraction of false triggers was Py ~ 30% which would have to be
significantly reduced in the Bell test experiment. Possible ways of suppressing false
triggers include better filtering and/or using sources that produce squeezed light in
well defined spatial modes, such as nonlinear periodically poled waveguides.

Four Photon Subtractions

Until now we have focused on a single-photon subtraction on each side (one photon
removed from mode A and one from mode B). If we now consider a scheme where
two photons are subtracted from each mode, the de-Gaussification of the state will
be stronger and we may expect a higher Bell violation than before. To subtract two
photons from each mode, we only need to add one more unbalanced beam splitter and
photodetector on each side in Fig. 4.6. A successful state generation would be indicated
by simultaneous clicks of all four detectors. Assuming perfect photon-number resolving
detectors, the state generated from two-mode squeezed vacuum (4.6) by subtracting
two photons from each mode can be expressed as (see Appendix F),

|¢out>AB X dild2B|wm(T2)‘)>AB

x Y (n+2)(n+1)(T?N)"|n,n) s, (4.38)
and the probability of success reads
144742 + T8\
Paph = 4T%(1 — T)* A (1 — \?) + + (4.39)

(1= THA2)5

Since the state (4.38) exhibits perfect photon number correlations, the Munro’s formula
for the Bell factor can again be directly applied [134]. Numerical calculations show that
the maximum Bell violation with the state (4.38) and sign binning of quadratures is
achieved for T2\ = 0.40 which yields Smax,4ph = 2.064, which is indeed higher than the
maximum achievable with two-photon subtraction, Smax,2ph = 2.048, and very close to
the maximum value S = 2.076 [134].
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Figure 4.14: Violation of Bell-CHSH inequality with four photon subtractions. (a) Bell
parameter S as a function of the squeezing \ for perfect detectors npp = nup = 100%.
(b) Bell parameter S as a function of the efficiency npup of the homodyning. The curve
is plotted for T2\ = 0.40, npp = 100% and the same transmittance as in Fig. 4.9.

A more realistic description of the four-photon subtraction scheme that takes into
account realistic imperfect photon subtraction can be developed using the approach
used for two photon subtractions. We find that the Wigner function of the conditionally
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generated state is a linear combination of sixteen Gaussian. The results of numerical
calculations are shown in Figs. 4.14(a) and (b), which illustrate that the two-photon
subtraction from each mode yields higher violation of Bell-CHSH inequality than one-
photon subtraction only for very high transmittance T' > 0.95. For lower transmittance,
the fact that the photodetectors do not distinguish the number of photons reduces the
Bell factor. Moreover, adding a second stage of photon subtractions dramatically
decreases the probability of generating the non-Gaussian state. The probability can be
estimated as Pg ~ npp(1—T)%, so for T > 0.95 and n = 50% we get Pg ~ 1075 and the
duration of data acquisition would make the experiment infeasible. We conclude that
from the practical point of view there seems to be no advantage in using the scheme
with four photon subtractions instead of the much simpler scheme with two photon
subtractions.

4.5 Alternative Schemes

In this section we will study the violation of Bell-CHSH inequalities for a large group
of alternative schemes, which involve from one to four photon subtractions. The main
objective of this section is to compare the maximum Bell-CHSH factor .S obtained for
the different proposed setups. As the main purpose of this section is the comparison
of the different schemes, we will consider only idealized schemes with almost perfect
single-photon subtraction on the beam splitters (T' = 0.99), and perfect photodetectors
and homodyning (npp = nup = 100%). The maximum achievable Bell factor for each
scheme presented below was determined by optimizing over the angles 01 2, ¢1,2 as well
as over the squeezing A of the initial Gaussian states. The sign binning of the measured
quadratures has been used in all cases. All the schemes presented in this section use
the symbol convention depicted in Fig. 4.15.

a)

BS

c)

Figure 4.15: Symbol convention. (a) Single-mode squeezer along the z quadrature. (b)
Beam splitter. (c¢) Conditional subtraction of a photon as described in the preceding
section.

In the preceding section, we have seen that the probability of successful generation of
a non-Gaussian state decreases significantly with the number of photon subtractions.
At the same time the complexity of the implementation of the experimental setup
increases with the number of photon subtractions. It is then obvious that the most
interesting schemes for a Bell-CHSH violation are those involving only one photon
subtraction. Unfortunately, for the schemes that we have considered (see Fig. 4.16),
no violation was observed . In this case, the maximal value of the Bell-CHSH factor
is S = 2, which is achieved at the limit of an infinite squeezing. Note that in this
limit the effect of subtracting a single photon vanishes, so that one clearly tends to an
infinitely squeezed Gaussian state ), |n)a|n)p. For this state, it is easy to check that

INote that we represent the two-mode squeezer using its theoretical equivalent scheme composed of
two orthogonal single-mode squeezers followed by a beam splitter. Even though these two schemes cor-
respond to physically distinct optical implementations, this choice of representation is better adapted
to the comparison between the different possible positions of the photon subtraction.
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S = 2 can be achieved with the sign binning and an appropriate choice of angles. So,
here and below, all the schemes that do not result in a Bell violation correspond to
S = 2, a point which is associated with the limit A — 1.

Schemes: one subtraction S
10> —x]

a) BS 2
0> —{P]
0> —Ix}

b) BS 2
0> —P]

Figure 4.16: Schemes with only one photon subtraction. The first column labels the
different setups proposed, the second shows the scheme and finally the last column gives
the maximal Bell factor S obtained when optimizing the squeezing. (a) Photon sub-
traction after the creation of the two-mode squeezed vacuum. (b) Photon subtraction
before mixing two single-mode squeezed states on a beam splitter.

After one photon subtraction, the simplest schemes are those with two photon
subtractions. In the preceding sections it was shown that it is possible to violate the
Bell-CHSH inequality with two photon subtractions (scheme Fig. 4.17(a)). It follows
from Fig. 4.17 that several other schemes (see Figs. 4.17(d) and (e)) also violate Bell-
CHSH inequality, but the maximal achievable Bell factor S appears to be much smaller
in comparison to the scheme shown in Fig. 4.17(a).

By adding one more photon subtraction to the schemes shown in Fig. 4.17, we
can construct an ensemble of schemes with three photon subtractions. After numerical
optimization we have found that none of these schemes succeeds to violate Bell-CHSH
inequality. This striking result together with the the fact that we have not found any
violation for schemes based on a single subtraction suggests that it may be necessary to
have a scheme with an even number of photon subtractions in order to observe S > 2.

In the preceding section, we have also proposed one scheme with four photon sub-
tractions that violates Bell-CHSH inequality. Many other possible schemes exist where
four photons are subtracted. Figure 4.18 illustrates some particular examples, which
are based on the preparation of two-mode squeezed vacuum via mixing of two single-
mode squeezed states on an balanced beam splitter. The photon subtractions are
symmetrically placed to both modes. Strikingly, if all four photons are subtracted ei-
ther before or after mixing on a beam splitter, then we get S > 2. However, if a single
photon is subtracted from each mode both before and after combining the modes on a
beam splitter, then we do not obtain any Bell violation.

Finally we have also studied an alternative group of schemes where instead of sub-
tracting photons separately from modes A and B, we mix the auxiliary modes C' and
D on a balanced beam splitter before the detection on the photodetectors. Consider
the scheme depicted in Fig. 4.19(a) where only a single photon is subtracted. The
mixing of modes C' and D on a beam splitter erases the information about the origin of
the detected photon which implies that the conditionally prepared state is a coherent
superposition of states where a single photon has been removed either from mode A
or from mode B. However, even this modification does not lead to Bell violation with
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Schemes: two subtractions S
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Figure 4.17: Schemes with two photon subtractions. The right column gives the max-
imal value of the Bell factor S for the proposed setups.

Schemes: four subtractions S
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Figure 4.18: Schemes with four photon subtractions. Last column gives the maximal
value of the Bell factor S for the proposed setups.
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wn

Schemes: Superposition

Alice

a)

b)

9 2.046

Figure 4.19: Schemes consisting of superpositions of other schemes proposed above.
(a) Superposition of one photon subtraction on modes A or B. (b), (c¢) Superposition
of two photon subtractions on modes A or B.

just a single subtraction.

We can extend the scheme by placing a photodetector at both output ports of
the beam splitter, cf. Fig. 4.19(b). In the limit of a high transmittance T — 1, the
conditioning on the click of each detector selects the events where there were altogether
two photons at the beam-splitter inputs. The bosonic properties of the photons imply
that a simultaneous click of both photodetectors occurs only if the two subtracted
photons are coming from the same mode (A or B) [106], but again we do not know
from which mode the two photons are subtracted. This scheme is thus equivalent to
the superposition of two schemes of the type shown in Fig. 4.17(c). Unlike the scheme
in Fig. 4.17(c), the scheme in Fig. 4.19(b) is symmetric with respect to the modes
A and B. However, no violation can be observed. On the other hand, the scheme in
Fig. 4.19(c) leads to S > 2 by realizing a superposition of states where two photons
are subtracted from a single-mode squeezed vacuum state and this state is then mixed
with another single-mode squeezed vacuum on a balanced beam splitter, see 4.17(d). In
comparison to the scheme in Fig. 4.17(d), we obtain much higher violation (S = 2.046),
recovering the optimal for two photon subtractions.

4.6 Setup Proposal and Realistic Parameters

In our experimental proposal, Fig. 4.20, the source (controlled by Sophie) is based on
a master laser beam, which is converted into second harmonic in a nonlinear crystal
(SHG). After spectral filtering (F), the second harmonic beam pumps an optical para-
metric amplifier (OPA) which generates two-mode squeezed vacuum in modes A and
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B. Single photons are conditionally subtracted from modes A and B with the use of the
beam splitters BS4 and BSg and single-photon detectors PD 4 and PDp. Alice (Bob)
measures a quadrature of mode A (B) using a balanced homodyne detector that con-
sists of a balanced beam splitter BS3 (BS4) and a pair of highly-efficient photodiodes.
The local oscillators LO 4 and LOp are extracted from the laser beam by means of two
additional beam splitters BS; and BSs. The random switching of the relative phase
0 (¢) between LO4 and A (LOp and B) can be performed using fast electro-optical
modulators.

A
SHG F A

—
LASER B
B4\ PD ;%_FD
‘\ > B‘ BS. |

BS,

LOg | J/,—SI =, .
@

B
Bob X

Figure 4.20: Proposed experimental setup.

In order to be more specific, let us consider the single-mode photon subtraction
experiment [197]. It is based on a commercial cavity-dumped titanium-sapphire laser,
delivering nearly Fourier-limited pulses at 850 nm, with a duration of 150 fs and a
repetition rate of 790 kHz. Squeezed vacuum pulses generated by parametric deampli-
fication are sent through a beam splitter, and the reflected beam is detected by a silicon
APD. Conditional on a click, the transmitted pulse is prepared in a non-Gaussian state,
which is measured by homodyne detection with an overall efficiency nup &~ 75%. This
experiment gives us useful estimates for a possible Bell test. First, the delay between
pulses (1.2 pus) allows ample time for individual pulse analysis. A fast random choice
of the analyzed quadratures can be performed using electro-optical modulators on the
LO beams, triggered for instance by digitizing the shot-noise of locally generated aux-
iliary beams. Switching times around 100 ns, associated with propagation distances of
a few tens of meters, seems quite feasible. The APDs can be triggered only when a
pulse is expected, reducing the effect of dark counts to a negligible value. The intrinsic
APD efficiency is about 50%, but the filtering used to select a single mode currently re-
duces the overall 7 to less than 5%, which should be improved for accumulating enough
statistics.

This allows us to define a set of realistic parameter values that should be reached
in a loophole-free Bell test : with n = 30%, T = 95%, and A = 0.6, a violation of
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Bell-CHSH inequality by about 1% should be observable if the homodyne efficiency
neuD is larger than 95%. With a repetition rate of 1 MHz and P = 2.6 x 1074, the
number of data samples would be several hundreds per second, so that the required
statistics to see a violation in the percent range could be obtained in a reasonable
time (a few hours). In addition, the electronic noise of the homodyne detectors should
be 15-20 dB below shot noise, attainable with low-noise charge amplifiers. All these
numbers have already been reached separately in various experiments, but attaining
them simultaneously certainly represents a serious challenge. Nevertheless, taking into
account many possible experimental improvements, the existence of an experimental
window for a loophole-free test of Bell inequalities can be considered as highly plau-
sible. Therefore, it appears that, with quantum continuous variables, a reasonable
compromise can be found between the experimental constraints and the very stringent
requirements imposed by a loophole-free test of Bell inequalities.

4.7 Conclusions

We have proposed an experimentally feasible setup allowing for a loophole-free Bell test
with efficient homodyne detection using a non-gaussian entangled state generated from
a two-mode squeezed vacuum state by subtracting a single photon from each mode. We
have presented a full analytical description of a realistic setup with imperfect detectors,
noise and mixed input states. We have studied in detail the influence of the detector
inefficiencies, the electronic noise of homodyne detector, and the input mixed states,
on the achievable Bell violation. The main feature of the present scheme is that it is
largely insensitive to the detection efficiency of the avalanche photodiodes that are used
for conditional preparation of the non-gaussian state, so that detector efficiencies of
the order of a few per cent are sufficient. On the other hand, the detection efficiency of
the balanced homodyne detector should be of the order of 90% and the electronic noise
of the homodyne detector should be at least 15 dB below the shot noise level. The
optimal squeezing that yields maximum Bell violation depends on the experimental
circumstances but is, generally speaking, within the range of experimentally attainable
values. As a rule, the optimal squeezing increases with decreasing ngup and increasing
noise.

We have also discussed several alternative schemes that involve the subtraction of
one, two, three or four photons. Unfortunately, the experimentally simplest and most
appealing scheme consisting in a single photon subtraction does not exhibit violation
of the proposed Bell inequalities. Taking into account that we have not found any
scheme with three photon subtractions which would violate Bell-CHSH inequality, the
only way of exceeding the 2.046 violation appears to be by subtracting four photons.
Unfortunately, the price to pay for this slight increase of S is that the probability of
successful conditional generation is so low that it makes the experiment infeasible.

The experimental demonstration of a single photon subtraction from a single-mode
squeezed vacuum state [142, 197] provides a strong incentive for further theoretical and
experimental developments along these lines, and we can thus expect that some of the
schemes discussed here will be experimentally implemented in a not too distant future.
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Chapter 5

Shannon Information Theory

5.1 Introduction to Data Compression

Let us consider an experiment where we toss a fair coin many times. Even if it is
impossible to guess the outcome of a given toss, we expect after a large number of
events that half of the results are head. Now repeat the experiment with a biased coin
with probability of outputting head p, = p. The law of large numbers [133] tells us
that after a large number (n) of coin tossing the amount of head (Ny) and tails (Ny)
will be approximately, Ny, ~ np and N; =~ n(1—p), respectively. All the sequences that
we observe after a high number of coin tossing belong to a subset called the typical set
that asymptotically captures all the occurrence probability.

Typical Sequence

A sequence of n coin tossing is called typical if it is composed of Ny, ~ np heads and
N; ~ n(1 — p) tails, its occurrence probability reads

p(x1, 22, ey ) & PP (1 — p)" 7P, (5.1)
which gives
logp(x1,xa,....,x,) = nplogp + n(1 — p)log(l —p) = —nH(p), (5.2)
where H(p) is the Shannon entropy,
H(p) = —[plogp + (1 —p)log(1 — p)], (5-3)

where the log is a base 2 logarithm and the entropy is expressed in bits. Remark that,
by convention, 0log0 = 0 which is justified by continuity. This function displayed in
Fig. 5.1, is concave with minima (H(0) = H(1) = 0) corresponding to deterministic
coins, and maximum for fair random coins H(1/2) = 1.

By definition all the typical sequences have the same probability of occurrence
prs ~ 277 (P The number of such typical sequences Nrg can be estimated for larger
n assuming that np is (close to) an integer, as

Nrg ~ (") S (5.4)

np)  (np)i(n(l —p))!
Using the Stirling formula for large numbers

logn! = nlogn —n, (5.5)

89
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Figure 5.1: Entropy of a binary source, where p is the probability of one of the outcomes.

one can show that the number of typical sequences is approximately
NTS ~ 2nH(p) (56)

We conclude that among the set of all possible sequences that may occur after tossing n
coins (N = 2™), there is a subset composed of approximately Nrg ~ 2" (P) equiprob-
able typical sequences (prs ~ 2~ "H (p)) that concentrates almost all the occurrence
probability, Prgs = pTSNTS =~ 1.

Data Compression

Imagine that you want to send by email the result of the n coin tossing 2" = x1, x2, ..., Tn..
A trivial solution will be to send a string of n bits where heads are encoded by zeros

and tails by ones. But, does there exist a more economic technique that allows one to

reduce the number of bits we have to send. The answer is yes, for example using the

following encoding-decoding (see Fig. 5.2) based on the properties of the typical set:

1. The encoding operation of x™:
e If 2" is typical, use a bijective mapping .# that encode which of the 2H®)
typical sequences you have obtained using nH (p) bits.

o If its not typical send a string of nH (p) zeros.
2. The decoding of z™:

e Apply the inverse mapping .# ~! in order to recover the typical sequences
from the nH (p) bits.

We observe that an error occurs only when the sequence ™ is non-typical. The proba-
bility of the typical set being arbitrarily close to one for n — oo the error can be made
arbitrarily small, implying that the encoding is reliable. Later in this chapter we will
show that nH (p) is indeed the optimal compression that can be achieved.
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Figure 5.2: The encoding bijective function .# maps the typical set into an smaller
ensamble of nH(X) bits. The decoding is done by applying .# ! which recovers
without error the typical set.

A Measure of Randomness

An ideal fair coin (p; = pp) is a source of perfect randomness, where all the events
are equiprobable. We say that the source generates 1 bit of randomness, that will be
denoted c in the following. Interestingly any biased source can be converted in a fair
source (equiprobable). One way of doing it is by applying data compression to the
output string. The 2"H(?) typical sequences being equiprobable, assigning a string of
nH (p) bits to each typical sequence is a way of generating nH (p) random bits. This
gives an operational interpretation of the entropy as the rate of randomness generated
by a large family of sources, as we will see in the next section.

5.2 Definitions

Two Families of Resources

In the following sections we are going to give an operational interpretation to different
entropic quantities by showing how two partners can distill bits of correlations (denoted
[cc] 1) from a noisy correlation (denoted {cc}). Subsequently we will study its relation
with a protocol of communication of noiseless bits (denoted [¢ — ¢]) through a noisy
channel ( denoted {c¢ — ¢}) Such protocols consider two different scenarios, generating
either static or dynamic resources.

Static Resources

A static resource {cc} consist in a noisy distribution p(z,y) shared by Alice and Bob,
as shown in Fig. 5.3. The task will be to convert the noisy distribution, through
distillation, into bits of correlations [cc].

n the following we will use the following notation for information (randomness) processing re-
sources: a noiseless binary channel will be denoted by {¢ — ¢}, and [cc] for a noiseless bit of distributed
corelation. reflecting their static/dynamical nature. A noisy correlated distribution is denoted {cc},
and a general noisy channel is denoted by {c¢ — c}.
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Alice Bob

Figure 5.3: A static bipartite source consist in pairs of correlated letters (X,Y) ac-
cording to the distribution p(x,y) and shared by Alice (X) and Bob (V).

Dynamic Resources

Alice Bob

X'

Noisy Channel

X { N } Y

n usses

Figure 5.4: Alice holds a pure entangled state |¢)) 4p,. She sends to Bob the mode By
through the quantum channel .

A dynamic resource {¢ — ¢} is a noisy channel N taking a bipartite perfectly
correlated distribution p(z, z') = pgd, . at Alice site, into a noisy distribution p(x,y)
shared between Alice and Bob, as shown in Fig. 5.4. The objective will be to transmit
noiseless bits of correlations ([¢ — ¢]) through a noisy channel ({¢ — c}).

Information Theory

Shannon developed his theory in order to apply it to the compression and transmission
of data through communication channels. One can see any text (or image, song...) as
a generalized source:

Definition: A source consists in a sequence of random variables X7, X5, ... whose
values represent the output of the source taking values from the finite alphabet 2 =
{0,1,..,d}, of size d.

Independent and Identically Distributed Sources

The coin is a simple example of a large family of sources, the so-called ”independent
and identically distributed” (i.i.d.) sources.

Definition: An independent and identically distributed (i.i.d.) source consists in
a sequence of random variables X1, Xo, ..., X,, whose values represent the output of
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the source taking values from the finite alphabet J# = {0, 1, ..,d}, of size d. All vari-
ables X; are independent p(z1,xa,...) = p(x1)p(x2)...p(x,) and identically distributed
X,; = X with probability mass function p(z) = Pr{X = x},x € JZ.

As in this thesis we are concerned with key distribution, which are nothing else than
random and private data, restricting our study to i.i.d. sources will be sufficiently
general.

Shannon work assumed that the text was resulting from an i.i.d. source, then com-
pressing (transmitting) information or randomness are equivalent tasks. Real sources
do not generally behave as i.i.d. sources, as it is easy to check that the letters in this
English text do not occur in an independent fashion; strong correlations exist between
them. Nevertheless, the assumption of an i.i.d. works already pretty well in prac-
tice, and the ideas introduced to deal with the special case of an i.i.d. source can be
generalized to more sophisticated sources.

Shannon Entropy

The first example concerned a random source with an alphabet composed of two letters
o/ = {"head”,”tail”}. This can be generalized to random sources X with a larger
alphabet 27 = {0, 1, ..., d} where each letter 2 occurs with probability p(z). In a string
of n letters, x typically occurs about np(z) times, the number of typical string being,

e =2 >0

and all the typical sequences have the same probability p(z) ~ 2~ "H(X) where H(X)
is the Shannon entropy
H(X)=—- ) p(z)logp(=), (5.8)
reH

The Shannon entropy H(X) gives the optimal data compression rate that can be
reached for a given i.i.d. source, giving a measure of the randomness (or information)
generated by the source. Alternatively, it can be seen as the amount of uncertainty
about X before we learn its value.

Joint Entropy

The joint entropy H(X,Y) of a pair of discrete random variables (X, Y) with alphabets
H ={0,1,...,d1} and # ={0,1,...,d2} with a joint distribution p(z,y) is defined as

HX,Y)==> > pla,y)logp(z,y). (5.9)
TeEH ye g

As for the usual entropy H(X) the joint entropy H(X,Y) has an interpretation as the
amount of uncertainty about the pair (X,Y") before we learn its value or as the optimal
joint compression rate.

Conditional Entropy

The conditional entropy H(Y|X) of a pair of discrete random variables (X,Y") with a
joint distribution p(x,y) is defined as

HY|X) = > p@)H(Y|X =), (5.10)
reH

= = > > pl@y)logp(yle). (5-11)

TeEH ye g
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The conditional entropy H(Y|X) has an interpretation as the average uncertainty we
have about Y when we know X. Both joint and conditional entropies are related by
the following chain rule, which can be recovered using a Venn diagram (Fig. 5.5).

H(X,Y)

Figure 5.5: Relation between H(X) and H(Y|X).

Theorem 1 (Chain rule)
H(X,Y)=H(X)+ H(Y|X). (5.12)
Proof
Using the definition of the conditional probability one can write
log p(z,y) = logp(x) + log p(y |z), (5.13)

and take the expectation value of both sides of the equation to obtain the theorem. [J
The chain rule can be generalized to a collection of random sources Xi, X, ..., X,

n

H(X1, Xa, ., Xp) = > H(Xi|Xi 1, ..., X1). (5.14)
i=1

Relative Entropy

The relative entropy or Kullback-Leibler distance between two probability mass func-
tions p(z) and ¢(z) is defined as

Dillg)= Y pr)log 22 (5.15)

=, q(x)’

which is always non-negative and zero if and only if p(x) = ¢q(z).

Mutual Entropy

The mutual information H(X:Y) of a pair of discrete random variables (X,Y") with a
joint distribution p(x,y) is defined as

HOXY) == Y pealos PEU— Dlote) [ pledp). (510

R v Y z)p(y)

The mutual entropy (or mutual information) H(X:Y) of a bipartite source (X,Y’) has
an interpretation as the amount of correlations between Alice and Bob, measured in
bits of correlation. Using the definition of the mutual information, conditional entropy
and entropy one can easily derive the following relations:



5.2. DEFINITIONS 95

H(X,Y)

H(X) «@ M H)

Figure 5.6: Relation between H(X), H(Y|X), H(X|Y) and H(X:Y).

Theorem 2 (Mutual information and entropy)

H(XY) = H(X)-HX|Y) (5.17)
H(X:Y) = H(Y)-H(Y|X) (5.18)
H(X:Y) = H(X)+H(Y)-H(X,Y) (5.19)

The relation between H(X), H(Y|X), H(X|Y) and H(X:Y) can be recovered using a
Venn diagram (Fig. 5.6).

Conditional Mutual Entropy

The conditional mutual entropy (information) of random variables X and Y given Z
is defined as
H(X:Y|Z) = H(X|Z) - H(X|Y, Z), (5.20)

which satisfies the chain rule,

H(Xy, Xo, .., Xp:Y|Z2) =Y H(Xi:Y|Xi1,..., X1, 2). (5.21)

i=1

If Z is completely decorrelated from the rest, it becomes the chain rule for the mutual
information.

Properties of the Entropies

We now give some simple relations between the different entropies.

1.

@

(pllg) =0
(X) =
H(Y|X) >
H(X) <logd.

2.

:::

Subadditivity of entropy: H(X,Y) < H(X)+ H(Y).
Concavity of H(X): if X =) p;X; = H(X) > > . p;H(X;).
H(X,Y)>max{H(X),H(Y)}.

H(X:Y) >0

.OONQS'-”PP’
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9. H(X:Y) < min{H(X), H(Y)}.
10. H(X:Y|Z2)>0
11. Conditioning reduces entropy: H(X|Y,Z) < H(X|Y).
12. For a fixed transition p(y|z) H(X:Y) is a concave function of p(x).

13. For a fixed input p(x) H(X:Y) is convex in p(y|x).

Proof

(1) Using the concavity of the logarithmic function and Jensen’s inequality, see [51] for

a detailed proof.

(2) 0 < p(z) <1 implies —logp(x) > 0, with equality when the distribution in deter-

ministic p(z) = 0y,.

(3) The proof is direct as by definition the conditional entropy is an average of en-

tropies.

(4) We define u(x) as the uniform distribution over an alphabet J# of size d. The proof

is easy using the definition H(X) = log|s7| — D(p(x) || u(x)) and the non-negativity

of the relative entropy.

(5) H(X) + H(Y) - H(X,Y) = H(X:Y) = D(p(z, 1) || px)p(y)) > 0.

(6) Defining a joint source where Y encodes which source X, is used gives > p, H(X,) =

H(X|Y). Using HX,Y)=HY)+ HX|Y) < HX) + H(Y) gives the result.

(7) Using (3) and H(X,Y)=H(X)+ HY|X)=H(Y)+ H(X|Y).

(8) equivalent to (5).

(9) Using H(X:Y)=H(X)—- H(X|Y)=H(Y)— H(Y|X) and (3).

(10) D(p|lq) > 0 can be rewritten as D(p(y|x) || ¢(y|x)) > 0 which gives H(X:Y|Z) =

D(p(z, y12) l| (al2)p(s]2)) > 0

(11) Using the chain rule we have H(X|Y) = H(X|Y,Z)+ H(X:Z|Y) and (10).

(12) We define a third variable Z which encodes which transition p,(z) is used. Using

H(X,Z:Y) = H(X:Y) + H(Z:Y|X) = H(Z:Y) + H(X:Y|Z) and H(Z:Y) > 0 and
H(ZY|X)=H(Y|X)—- H(Y|X,Z) =0 as p(y|z) is independent of Z, gives the final

result.

(13) We define a third variable Z which encodes which input p,(y|z) is used. Using

H(X:Y,Z) = H(X:Z) + H(X:Y|Z) = H(X:Y) + H(X:Z|Y) and H(X:Z|Y) > 0 and

H(X:Z) =0 gives the result. O

5.3 Entropy Operational Interpretation
The concept of typical sequence being at the core of all the results of information
theory we rigorously generalize the concept of typical sequence beyond the binary case.
Suppose X is an i.i.d. information source. Given € > 0 we say that a string of source
symbols z" = z129...x, is e-typical (€ Tx) if

9 nHXT) < (g 2y...2,) < 27 MHE) =€) (5.22)

A useful equivalent reformulation of the definition is

1 1
—log— —H(X)| <e 5.23
n gp(xlxg...xn) (X)] < ( )

Using the law of large numbers we can prove the following theorem [51].
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Theorem of typical sequences

1. Most of the sequences are typical: Fix € > 0. Then for any § > 0, for sufficiently
large n, the probability that a sequence is e-typical is at least 1 — 4.

2. Size of the typical set: For any fixed € > 0 and § > 0, for sufficiently large n, the
number |Tx| of e-typical sequences satisfies

(1 —8)2nHX) =) <7y | < on(HX)Fe) (5.24)

3. Small sets have zero probability: Let S(n) be a collection of size at most 2"%,
of length n sequences from the source, where R < H(X) is fixed. Then for any
0 > 0 and for sufficiently large n,

> plx) < 26. (5.25)

z€eS(n)

The third point states that for large n the probability of a sequence output from the
source lying in a subset S(n) of size 2" goes to zero, as the number of typical sequences
becomes exponentially larger than 2"%.

Shannon noiseless channel coding theorem

A compression scheme of rate R maps possible sequences z" = (z1,...,2,) of n
letters from a finite alphabet J# (containing d elements) to a bit string of length
nR which we denote by C™(z™) = C™(x1,...,25). The decompression scheme takes
the nR compressed bits and maps them back to a string of n letters from 5. A
compression-decompression scheme D" (C"™(x)) (as in Fig. 5.7) is said to be reliable if
Pr(D"(C*(x)) = x) — 1 as n — oo. The Shannon’s noiseless coding theorem specifies
for which rates R a reliable compression scheme exists.

X, nR bits X

Xp — = - X

co) D' ()

Xn — — Xn

Figure 5.7: A compression scheme C" of rate R maps possible sequences z" =
(21, ..., 2p) of letters from a finite alphabet 7 to a bit string of length nR. The
decompression scheme takes the nR compressed bits and maps them back to the string
of the n original letters reliably.

Theorem 3 (Shannon’s noiseless channel coding theorem) Suppose X is an i.i.d.
information source with entropy rate H(X). Suppose R > H(X). Then there exists a
reliable compression scheme of rate R for the source. Conversely, if R < H(X) then
any compression scheme will not be reliable.
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Proof

The method of compression as described previously consists in checking if the output
of the source is e-typical. If it is not we output a failure sequence of nR zeros (this
generates an error). If the output is typical then we compress the output simply by
storing an index of the particular typical sequence using nR bits. Choosing ¢ > 0 such
that H(X) + e < R, for § > 0 and large n there are at most 2"(H(X)+e) < 9nF typical
sequences. Then the probability of error reads,

P, =Pr(x ¢ Tx) <, (5.26)

Conversely if R < H(X) we know by the point (3) of the theorem of typical sequences
that the probability that an output sequence lies in a subset S(n) of size 2"% goes to
zero, for sufficiently large n. Thus any compression scheme with R < H(X) cannot be
reliable. [J

A measure of Randomness or Information

As we mentioned in the introduction, the entropy H(X) is a measure of the random-
ness that can be generated by an i.i.d. source. The 2"#(®) typical sequences being
equiprobable, assigning a string of nH (p) bits to each typical sequence is a way of gen-
erating nH (p) random bits (¢). In an i.i.d. model of source of information the entropy
can be equivalently interpreted as the rate of information generated by the source.

A measure of Correlations

Y
PY)
o

X
o

Figure 5.8: A noiseless correlated distribution corresponds to a joint distribution
p(z,y), where once we know = (y) we have total certainty about y (z). The black
dots correspond to pairs of the joint random variable (z,y) that have non-zero proba-
bility.

A bipartite source generates a noiseless correlated distribution when there is a
bijection b that maps each element of X into an element of Y, as in Fig. 5.8. By
knowing z™ (y™) Alice (Bob) will know Bob’s string y™ (Alices’s string 2™) with full
certainty. The joint distribution reads,

p(:z:,y) :px5y,b(z)- (527)

When the noiseless correlated source has equiprobable probability distribution p(z,y) =
y.b(z)/d we see that after distributing n pairs of symbols to Alice and Bob, both share
nlogd perfectly correlated bits, which locally look like nlogd bits of randomness. We
say that Alice and Bob share nlogd bits of correlation (denoted nlogd[cc]).

Non-Uniform Noiseless Correlation For non-uniform noiseless distribution it is
easy to check that Alice and Bob can extract nH (X) bits of correlation from a string of
n correlated pairs of letters drawn from the noiseless distribution p(x,y), by applying a
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nH(X) correlation bit
l Alice Bob l

//, \\‘\
P(X.Y) A

P(X,Y) )

- P(X,Y) |-
- P(X,Y) |-

Figure 5.9: Alice and Bob can output nH(X) shared random bits out of a noiseless
correlated source (X,Y) by applying the compression map C without needing any
communication.

data compression at each location (Alice and Bob), as shown in Fig. 5.9. This gives an
operational interpretation of the entropy as the correlations generated by a noiseless
correlated source.

Degenerate Noiseless Correlations

The source generates a correlated distribution where there is a mapping f from X to
non-overlapping sets of Y (or vice-versa). The joint distribution then reads,

By alocal mapping g(y) Bob can transform the degenerate noiseless correlated distribu-
tion between elements of X and non-overlapping subsets of Y to a noiseless distribution
between element of X and elements of g(Y'), as shown in Fig. 5.10. Then considering
that local operations cannot increase the correlations, the maximum bits of correlation
that Alice and Bob can extract is min{H(X), H(Y)}.

Y
ool [ [ [ ] o] | ||
X @ X~
o @ | o
@ | )

Figure 5.10: Applying a map g(y) on Y Bob can transform the degenerate noiseless
correlated distribution between elements of X and non-overlapping subsets of Y into
a noiseless distribution.

Generalization This can be generalized to noisy correlated sources where the mu-
tual entropy I(X:Y) will be the measure of the amount of correlations that can be
extracted from the joint distribution. Notice that for noiseless correlations H(X:Y) =
min{H (X), H(Y)}, which saturates the upperbound H(X:Y) < min{H(X), H(Y)}
(property (9) of the entropies).
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5.4 Data Merging and Correlation Distillation

In this section we are going to give an operational definition of the conditional entropy
as the average amount of information that one partner has to send to another in order
to allow him to get the full information about the bipartite sequence.

Jointly and Conditional Typical Sequences

Before giving an operational interpretation to the conditional entropy we need to in-
troduce the joint and conditional typical sets.

Jointly Typical Set

The set Tx,y of jointly typical sequences {z",y"} with respect to the distribution
p(z,y) is the set of n-sequences with entropies e-close to the true entropies, i.e.,

Tay= { @y enmx gmplan) =2 (1%, (5.29)

p(y") = 2—(H(Y)ie)7p(xn’ y") = 2—n(H(X,Y)ie)}’ (5.30)

where
n

p(zn’yn) = Hp(xivyi)v (531)

=1

and we used the notation a” = 27"(%€) {5 mean
1 n
| —loga™ — b |<e, (5.32)
n

for n sufficiently large. In Fig. 5.11 we observe a net composed of the ensemble
Tx ® Ty built by combinning all typical sequences of X and Y. We observe that
in general not all are jointly typical Txy (dark circles), as for example in perfectly
correlated distributions (Fig. 5.8). The set T'x y of jointly typical sequences satisfies

Ty
oo ole o (@
[0 @ @0 @@ | Tyy
. ° oo o oo
X oo @0 o
eoe o 00
LY LI}

Txy

Figure 5.11: Each line (column) correspond to a typical sequence of of T'x (Ty). Each
dark circle correspond to a typical sequence of T'x,y. The dotted points in a given line
(2™) correspond to the set Ty |gn.

the following theorem, which is a generalization of the theorem of typical sequences.

Theorem 4 (Joint Asymptotic Equipartition Property) For anye > 0, for suf-
ficiently large n, and S C{X,Y}
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1. Pr(s" S Ts) >1—ce.
2. s"eTlg = p(sn) — 9—n(H(S)*e)

3. |TS| — 2n(H(X):|:2e).

Conditional Typical Set:

The set Ty |~ of the set of sequences y™ that are jointly typical with a particular typical
x™ € Tx is defined as,

Ty = {(@",y") € Ty : p(y"[a") = 27" (HOIX=D20 L (5.33)

In Fig. 5.11 we observe that for each typical sequence of x™ there is a subset of typical
sequences of Y that are at the same time jointly typical with X. This is just the
ensemble Ty |gn.

Theorem 5 (Conditional Asymptotic Equipartition Property) For anye > 0,
and sufficiently large n, if (™,y"™) € Txy then

1. Pr(y" S Tylx) Z 1-— €,
2. yn c TY\X = p(yn|xn) — 27n(H(Y\X):|:2e),

3. |TY|X| _ 2n(H(Y\X)i36);

where we have used the notation Ty | x to express that we take the average over all the
Ty |gn.

Data Merging

Given the joint sequence z"y™ generated by the source (X,Y) defined over alphabets
of dimension d and distributed to Alice (X) and Bob (Y'). Data merging is a protocol
that allows Alice to send all the information that Bob lacks about the joint sequence
x™y™. The most trivial solution is Alice sending directly the sequence z" using nlogd
bits of communication. Alice can improve it by applying data compression to z"
(compression up to nH (X) bits on average) and sending the compressed data to Bob
through a noiseless channel. Fortunately we can do even better, as we prove in this
section, where the optimal solution is shown to be nH (X|Y).

Theorem 6 (Data Merging) Suppose (X,Y ) is an i.i.d. distributed source shared
by Alice (X ) and Bob (Y'). Suppose R > H(X|Y), then there exists a reliable protocol
that transfers X from Alice to Bob using R bits of noiseless communication. Con-
versely, if R < H(X|Y') then the transfer will not be reliable.

In order to prove the lower bound we need the following result,

Theorem 7 (Data Transfer) By sending one bit of communication we can increase
the correlations at most by one bit.

Intuitively we see that the best we can do is to send a bit through a noiseless channel in

order to increase the correlations by one unit, this can be formally proven, see Appendix
H.
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The Lower Bound

Interestingly one can write any bipartite correlated distribution p(x,y) as a noiseless
correlated tripartite distribution by appending a third partner called the Reference
(denoted W) that memorizes which sequence (z™,y™) is shared by Alice and Bob. The
tripartite distribution reads,

p(x,y,w) :p(xay)(s(z,y),w~ (534)

The proof is strikingly simple if we group Alice and the Reference into a single partner,
see Fig. 5.12. Using the ”data transfer” (Theorem 7) it is trivial to derive the following

:j R bits of i >

communication

w |
O

Alice Bob Alice Bob

Figure 5.12: Alice sends R bits of communication to Bob in order to give Bob access
to the joint distribution (X,Y"). Alice and the Reference are inside a dashed rectangle
to emphasize that we have considered Alice and the Reference as a unique partner for
technical reasons in the proof.

bound
Iin + R 2 Iouta (535)

where I, are the initial correlations between Alice+Reference and Bob and I,,; are
the final correlations after Alice has sent R bits to Bob through a noiseless channel.
Using the fact that the tripartite distribution is perfectly correlated (5.34) and that
knowing W then X is redundant, the initial amount of correlations reads

Iin = H(Y). (5.36)

For a successful protocol, after Alice’s communication of R bits, Bob has access to the
distribution (X,Y"). It is then trivial to see that I,,; = H(X,Y"), which together with
equation (5.35) gives,

R> Iy — Iy = H(X,Y) — HY) = H(X|Y). (5.37)

Achievability Proof

Now, we are going to present a protocol that succeeds to transfer X to Bob with a rate
R > H(X|Y), which shows that the lower bound derived previously is tight.

The Protocol

e Encoding: Alice independently generates a map g(z™) that assigns to each se-
quence z" € Tx a bin (j) among a set of 2% bins, according to a uniform
distribution.

o Communication: Alice sends to Bob the index of the bin (j) to which 2™ belongs.
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e Decoding: Given the received index j and his prior information y™, Bob makes a
guess " = f(j,y™) of Alice data, where the mapping function f is defined only
on the jointly typical set.

The protocol would be reliable if the average probability of error satisfies P, — 0 for
n — o0o. There are two sources of error on the protocol:

1. Ey: The mapping function f being defined only on the set of jointly typical sets,
if the pair (z™,y") is not jointly typical we have an error.

2. Fq: When for a given ¢y € Ty there is another jointly typical sequence on the
same bin (j) as " = f(j,y").

The Joint Equipartition Theorem (Theorem 4) shows us that Pr(Ey) — 0 for suffi-
ciently large n. Now we are going to prove that for sufficiently large n the bound
R > H(X|Y) can be asymptotically achieved, while satisfying Pr(F;) — 0.

The probability Pr(E;) is the probability that during the construction of the code
using the map f Alice had assigned to the same bin two typical sequences of T'x which
are jointly typical with the same sequence y”,

Pr(Ey) = Z p(x”, y")Pr{3z" # 2" : g(T) = g(x), (2", y") € Tx v}

TX XTY

< S ey Y Prlg(@) =) (5.38)

) —_—

Tx xTy (zm,zm)e{Tx|yn \ z"} —9-nR

= Z p(”™,y")2 " Tx v | (5.39)
Tx xTy

< 9 nRon(H(X[Y)+3¢) (5.40)

which goes to zero for all R > H(X|Y), for a sufficiently large n. O

Correlations Distillation

Because data merging succeeds to transfer X™ from Alice to Bob using nH (X|Y") bits
of noiseless communication it allows Alice and Bob to extract nH (X) bits of corre-
lation (denoted nH (X)[cc]) from the joint distribution, as at the end of the protocol
both partners know X™ perfectly. This can be summarized in the following resource
inequality,

H(X|Y)[c— c]+{cc} > H(X)|cd], (5.41)

which express that by sending nH (X|Y") bit of noiseless communication from Alice to
Bob, both partners can extract nH(X) bits of randomness out of n pairs of shared
letters (™, y™) generated by an i.i.d. probability distribution p(z,y).

Strong Subadditivity

Using data merging we can get an operationally intuitive proof of strong subadditivity,
which can be shown to be equivalent to conditioning decrease entropy

H(X|YZ) < H(X|Y). (5.42)

Strong subadditivity is just the observation that if Bob has access to an additional
register Z, then Alice surely does not need to send more information than in the case
where Bob does not have access to Z. After all, Bob could always ignore Z.



104 CHAPTER 5. SHANNON INFORMATION THEORY

5.5 Channel Capacity

The scheme studied in the previous section where Alice sends information to Bob in
order to share a perfectly correlated string 2™ (of size nH (X) bits) can be transformed
in a noiseless correlation distribution protocol (generating bits of correlation [¢ — ¢])
through a noisy memoryless channel ({¢ — c}), as we show below.

Correlation Distribution and Communication

The mathematical analog of a physical signaling (correlation distribution) system is
shown in Fig. 5.13. A message W, drawn from the index set {1,2, ..., M}, is encoded
by Alice in the sequence 2™ = f(W) using the encoding function f : {1,2,..., M} —
2", Alice sends the sequence " through the memoryless channel N characterized
by the probability transition function p(y|x). Finally Bob guesses the index W by an
appropriate decoding rule W = g(y™). We define a (M,n) code as the ensemble of
index {1,2,..., M} plus the encoding (f) and decoding functions (g). The rate of a
code (M,n) is

log M
R="2" pits per transmission. (5.43)
n

A rate is said to be achievable if there exists a sequence of (2", n) codes such that the
average error P, — 0 as n — oo.

L,L,

X3 Y -
w Encoder > P(YIX) 3 Decoder| W

— >
X, Y,
———> pWYIX) 4
Message Estimate of
o o Message

[ ]
———> P(YIX)
S el

n

n

Figure 5.13: Alice encodes the message W in a sequence z™(W) and sends it through
the memoryless channel A (p(y|z)) which outputs a sequence y". Finally Bob guesses
the index W by decoding y".

Memoryless Channel

In what follows we will restrict our study to noisy memoryless channels which are
the channels that for a given input string " = xj23...z, yields an output string
y" = Y1Y2...Yn, Where each element y; depends only on the input z;,

n

p(y"[a") = HP(ZM%‘)- (5.44)

i=1
The channel is then completely characterized by the transition probability p(y|z).
Typical Sets Notice that if the characteristic p(y|x) of the channel is known we can

calculate p(y), p(z,y) and p(z|y) = p(z,y)/p(y) from p(y|z) and p(x), which allows us
to calculate all the typical sequences: Txy, Tx, Ty, Ty x and Txy.
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Channel Capacity

The highest rate in bits per channel use at which correlations can be distributed (or
information can be sent) with arbitrarily low probability of error is called the channel
capacity, which is defined as

C= m(aggH(X:Y), (5.45)

r\x

where the maximum is taken over all possible input distributions p(x). At the end of
this section we shall show how to reach the capacity and that equation (5.45) is indeed
the highest achievable rate.

Achievable Protocol

Alice’s objective is to send a message W drawn from an equiprobable source {1, 2, ..., M }
to Bob without any error through a memoryless noisy channel. Based on the data merg-
ing protocol presented in the previous section Alice can send information to Bob helped
by a noiseless channel, using the following technique sketched in Fig. 5.14.

Alice Bob

X'

‘ ‘ Noisy Channel

X A Y
n H(X) n usses n H(Y)
sequences sequences

Noiseless Channel

L] L]

nH(X|Y) usses

Figure 5.14:

Encoding Alice associates each message W to one typical sequences z generated by
her source (p(x)). After making a copy ™ of the generated sequence (that she keeps)
Alice sends z" to Bob through the noisy channel N, Bob receiving a noisy version of it
(y™). Now we are back to the situation of the preceding section where Alice and Bob
share a distributed source p(z,y).
Error Correction Communication If Alice and Bob have access to a parallel noise-
less channel, then Alice sending nH (X|Y) bits to Bob will allow him to correct the
errors in y", as shown in the preceding section, recovering z" efficiently (P. — 0 when
Rate Because at the end of the protocol Bob knows z™ without any error, Alice and
Bob have succeed to share nH (X)) bits of correlations, or equivalently nH(X) bits of
communication. But in the process they have used nH(X|Y') bits of communication
through the noiseless channel, which is summarized in the following resource inequality
(per signal sent),

H(X|Y)[c— c+{c—c} > HX)[c— d, (5.46)

which is the source-channel dual of the correlations distillation resource inequality
(5.41). The net gain of correlations per signal sent through the noisy channel (denoted
R) then reads,

R=H(X)-HX|Y)=H(X:Y), (5.47)

which is just the mutual entropy between Alice and Bob data.
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Error Correcting Codes

In practice a noiseless channel does not exist, but interestingly one can get rid of the
error correction communication through the noiseless channel. Alice instead of using
the full ensemble of typical sequences T'x to encode W uses a smaller set of typical
sequences of size 2"#(X:Y) to encode W. This protocol is summarized by the following
resource inequality (per signal sent),

{c—= ¢} > H(X:Y)[c— ] (5.48)

The trick is to select among the 2"7(X) typical sequences of T'x a code C of size
2" 50 that the codewords are sufficiently far away one from the others such that
Bob errors become negligible. Each typical sequence y™ received by Bob could have

TX 2nH(X)

C — H ‘

= Wl
\—v—/ )
2r1H(X:Y)
2nH()(IY)JL [~ H

Figure 5.15: We construct a reliable (Bob estimation error being negligible) code C;
of size 2" (X:Y) by dividing the typical space T into 27 (X:Y) non-overlapping cells
(T'x|y) of size 2nH(XIY) by selecting one single typical sequence from each cell.

come on average from one of the 27 (XIY) sequences of the conditional typical subspace
T'x|y» (remember that H(X|Y") measure Bob’s uncertainty on Alice data). By properly
dividing the typical set T'x into 2% non-overlapping cells of size 2" (XIY) and selecting
one single codeword from each cell, we construct a reliable (P, — 0 when n — 00) code
C of rate R, as shown in Fig. 5.15. The size of the space Tx being 2"7(X) we see that
the optimal rate R we can achieve is

1 ITx|
R=—-1lo =
n 8 Ty x|

H(X) - H(X|Y) = HX:Y). (5.49)

This shows that Alice can distribute H(X:Y') bits of correlation using a noisy channel.
Its easy to see that T'x can be divided in 27(XIY) different non-overlapping subspaces,
each one corresponding to a given code C;, which allows us to interpret the nH(X|Y)
bits sent to Bob by Alice during the data merging protocol as telling Bob in ”which
code C;” the sequence z" lies.

Optimality

Let us prove that the channel capacity (5.45) is indeed the optimal rate that can be
achieved by a protocol which gives an arbitrarily low probability of error. Assume we
have a code (2", n) with zero probability of error, the decoder output W = g(Y™)
(see Fig. 5.13) is equal to the input index W with probability 1, then H(W|Y™) = 0.
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We can now write

nR=nHX"(W)) = HX"Y")+HX":Y") (5.50)
=0
= H{Y") —H(Y"X") (5.51)
D Hyn - S Y XY (652
=1
O gy -3 HEIX) (5.53)
i=1
(C) n n

< Y HM) - H(Yi|X) (5.54)
— SHX: V) (5.55)

< nC, (5.56)

where (a) follows from the chain rule of conditional entropy, (b) from the definition
of a memoryless channel (Y; depends only on X;), (¢) from the subadditivity of the
entropy and (d) from the definition of C'. Hence for any zero-error code, C' gives the
optimal communication rate for a fixed channel.

5.6 Decorrelation

In the previous section we have given an operational interpretation of the mutual
information as the amount of communication (or correlation distribution) that can be
achieved with a given channel and source. Here we show that mutual information
is a measure of the correlations inside a bipartite distribution, giving the amount of
randomness needed to decorrelate a bipartite distribution.

Consider the following scenario, Alice and Bob share a correlated bipartite source
(X,Y) that generates the distribution p(z,y) (H(X:Y) # 0). In addition Alice has ac-
cess to a second source W, which is decorrelated from the bipartite source (p(z,y, w) =
p(z,y)p(w)). In order to decorrelate her data (X) from Bob’s data (Y') Alice combines
the sequence w™ with ™ using a deterministic function (z'™) = f(z™,w™) that pre-
serves Alice’s probability distribution, p(z') = p(x).

Proof To simplify the proof we append to each independent source (X,Y) and W
a perfectly correlated reference system R; and Rs, respectively, as shown in Fig 5.16.
Both reference systems being independent at the beginning of the process, the initial
amount of correlation per signal between the reference systems (Ry, R2) and (X, Y, W)
reads,

Ii, =H(Ry)+ H(Re) =H(W)+ H(X,Y). (5.57)

After applying the function f to systems X and W and discarding W', if Alice and Bob
distributions are independent, so are their references R} and Rj. The final amount of
correlations reads,

Iow = HR})) + H(R,) = H(X) + H(Y). (5.58)

Because local operations (applying f) and discarding a system (W’) can only decrease
the correlations (I;, > I,u+) we obtain a lower bound for the amount of randomness
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Reterence i |
PR in out

Bob

Figure 5.16: Alice and Bob share a correlated distribution (X,Y’) which is perfectly
correlated with the reference R,. The independent source of random bits W is perfectly
correlated with Ry. After Alice applying the function X’ = f(X, W) and discarding
the system W the correlations between the references (R, Rz) and the rest of the
systems can only decrease.

needed per signal (H(W)) for a successful decorrelation,
HW)>H(X)+H(Y)-H(X,Y)=H(XY). (5.59)

One can prove that this bound can be achieved applying the following protocol. Al-
ice divides her typical set T'x into 2"7(X1Y) codes C; of size 2"H(X:Y) At the beginning
of the protocol Bob’s uncertainty is on which code Cj lies 2™ in. In order to increase
Bob’s uncertainty to the ensemble of the typical set T'x, Alice applies to each code Cj
the following random permutation: Firstly, assign to each code a binary number ¢ of
size nH (X:Y'); Secondly, apply the XOR, operation ¢/ = ¢ & r, where r is a sequence
of nH(X:Y) random bits. Finally apply the mapping ¢ — ¢/, which applies a random
permutation among the sequences of each code C;.

5.7 Continuous Variables

Because in this dissertation we are interested in applications using continuous variables
we need to introduce the concept of differential entropy H(X), which is the entropy of
a continuous random variable X with density f(z),

—/Sf(ac)logf(:v)d:v, (5.60)

where S is the support of the random variable. The size of the typical set |Tx| now
becomes a volume. Differential entropy is also related to the shortest description length,
and shares most of the properties of the entropy of discrete random variables. One can
similarly define conditional, mutual and relative differential entropies, which together
with the differential entropy have exactly the same properties as those introduced in
Section 5.2 for the discrete distributions.

There is just one but very important difference, the differential entropy is defined
up to an arbitrary constant depending on the scaling. If we apply a rescaling y = ax
where fy (y) = fx(y/a)/|a|, the differential entropy reads,

/fY )log fy (y /| | % log Tal (%))dy

—/fx(x) log fx(z)dz + logla] = H(X) + log]|al. (5.61)

H(aX)
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The conditional entropy being also ill defined. Interestingly, this illness in the definition
vanishes when we consider a quantity defined as the difference of two entropies, such as
for mutual information H(X:Y) = H(Y) — H(Y|X), since as both arbitrary constants
cancel out. Then quantities such as capacity or secret key distribution rate over a
continuous variable channels are well defined.

Gaussian Distributions

We now introduce the important case of Gaussian distributions that we will use later
in this dissertation.

Entropy Consider a normal distribution

1 2
=" /P, 5.62
g(x) v’ (5.62)

with variance Vx. The differential entropy entropy reads,
2

_ /g(;v) Ing(x)de = — /g(x) [- % —In/27Vx|dx
X

11 1
= 5 tgoh2rVx = ;logVx +C, (5.63)

H(X)

where C' is an arbitrary constant changing with the scaling.
For a bipartite normal distribution with covariance matrix

_[ @ ey

the differential entropy reads [51],
1
H(X,Y)= §log(det Kap)+C', (5.65)

and similarly for more parties.

Conditional Entropy The conditional entropy H(Y|X) of the distribution Y con-
ditioned on X it can be written as,

HYI|X)= /dzH(Y|X =x). (5.66)
Using the definition of conditional probability f(y|x) = f(z,y)/f(x) [133] read,
1
H(Y|X) = 5 logVyx +C, (5.67)

where Vy|x is the variance of Y when X is known,

det Kap _ <y2> _ <xy> ]

Vx (5.68)

Wix =
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Mutual Entropy The mutual entropy (mutual information) of a bipartite distribu-
tion has three equivalent definitions,

H(X:Y)

= HY)-HY|X)= log V‘)/’TX (5.69)
= H(X)-H(X|Y)= log VZTY (5.70)
= HX)+H(Y)-H(X,Y)= llg d;Xl‘{/ZB (5.71)




Chapter 6

Quantum Information Theory

6.1 Introduction

Quantum information theory may be understood in terms of interconversion between
various resources, such as entanglement, classical correlations or secret keys. In this
chapter we present the distillation and distribution through quantum channels of the
first two resources. The issue secret key will be studied in more detail in the next
chapter. In the following we will use capital letters (A4) to refer to quantum states, where
as we will use small letters (a) for the output of a measurement over the corresponding
quantum system (A).

Two Related Families of Resources

In the previous chapter we have shown how two partners could distill bits of correlations
(a resource denoted [cc]) from a noisy bipartite probability distribution (a resource
denoted {cc}) ' and its relation with a protocol of communication of noiseless bits
(resource denoted [¢ — ¢]) through a noisy channel (resource denoted {¢ — c}). By
analogy with the classical information theory in its quantum counterpart we define a
noiseless unit of entanglement or e-bit ((|00) 4 [11))/+/2) which is denoted [gq] and
noiseless qubit channel denoted [¢ — ¢|. Similarly as for noiseless resource, there are
two different types of resource, either static or dynamic.

Static Resources

Figure 6.1: A static source distributes a quantum state pap between Alice and Bob,
which can distill entanglement or classical correlation from it.

A static source {qq} consist in a bipartite noisy quantum state p 45 shared by Alice
and Bob, as shown in Fig. 6.1. The task will be to convert the quantum state, through
distillation, into either static resources such e-bits (Bell pairs) [qq], classical correlations
[ec] or secret bits [ss].

ITRemember that {} represents a noisy resource and [| a noiseless one.

111
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Dynamic Resources

A dynamic resource {g — ¢} consist in a noisy quantum channel A taking a bipartite
pure state |¢) ap, at Alice site, into the mixed state pap = (Ia @ N)|9) (1| ap, shared
between Alice and Bob, as shown in Fig. 6.2. The quantum channel can be used to
distribute either e-bits (or communicate qubits) [¢ — ¢], classical correlations [¢ — ]
or secret bits [s — s].

Quantum Channel

Figure 6.2: Alice holds a pure entangled state |¢))4p, and sends mode By to Bob
through the quantum channel .

Independent and Identically Distributed Sources

The generalization of the independent and identically distributed (i.i.d.) classical
source plays also a very important role in quantum information theory. In order to
distribute e-bits ([¢ — ¢]) between two partners, we need sources that generate entan-
glement.

Definition: An i.i.d. entanglement source generates independent entangled states,
where the entire bipartite message state reads |¢)) ap ® ... ® |¢)) ap, Where

W) ap =Y Vp(@)[x)alz)p. (6.1)

If the resources we are interested to generate are classical correlations ([cc],[c — ¢])
or secret bits, we will then use the so called classical-quantum sources (C-Q sources).

Definition: Ani.i.d. Cclassical-quantum source generates independent pairs of classical-
quantum states, where the entire joint state of the classical register a and the quantum
signal B has the density matrix p,p ® ... ® pop. For a source generating pure states
Pap We have,

pan = y_pla)la){al ® [pa){pal5. (6.2)

Relation between both sources

Entanglement and classical-quantum sources are indeed related. A classical-quantum
source p,p such as (6.2) can be generated starting from an entanglement source
[V)aB =Y, v/pla)la)|pa). Alice applies a projective measurement ) |a)(a| on sys-
tem A, obtaining the outcome a distributed according to the probability distribution
p(a) which projects Bob’s state to |¢,) g, as shown in Fig. 6.3.
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Alice

Figure 6.3: Alice’s measurement of system A of the bipartite state p4p, giving the result
a and projecting B to p%. Equivalently, a denotes the internal state of a preparer who
prepares the state p% according to a.

6.2 Entropies

Von Neumann Entropy

Von Neumann entropy of a quantum state defined in a Hilbert space Hy of dimension
d is defined by the formula,

S(p) = —Tr(plog p), (6.3)

where the logarithms are taken in base 2 as usual. If we choose the orthogonal basis
(|)) that diagonalizes p

p= ZAi|i><i|7 (6.4)

then the von Neumann entropy can be re-expressed as the Shannon entropy of the
eigenvalues (\;) of p; S(p) = H(A). The von Neumann entropy can be interpreted
as the smallest Hilbert space Hg(,) to which the quantum state p can be compressed
reliably, as we show later in this chapter.

Extremum It is easy to show that the von Neumann entropy is minimal (S(p) = 0)
when the state is pure p = [)(¢)| and it is maximum (S(p) = logd) when the state is
maximally mixed p = 1/d.

Block-diagonal density matrix: States for which the density matrix is block diag-

onal are characterized by a probability distribution p; and state p; that have support
on orthogonal subspaces
p=>_ pipi. (6.5)
i

It is then easy to prove that the von Neumann entropy of p reads,
S(p) = H(p) + > _ piS(ps)- (6.6)
Proof

Let )\g and |eg ) be the eigenvalues and corresponding eigenvectors of p;. Observe that
piX] and |e]) are eigenvalues and eigenvectors of Y, p;p;, and thus

S(Zpipi) = —sz)\f log pi ] (6.7)

ij
) Zpi logp; — Zpi Z)\f log A (6.8)
i i 7
= Hp)+ ) piS(p). (6.9)

—~
Q
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where (a) follows from Tr[p;] = >, MN=1.

Diagonal density matrix : For a probabilistic mixture of orthogonal states |i),
o= pilili (6.10)
i

the von Neumann entropy is just the Shannon entropy of the diagonal terms S(p) =
H(p).

Remarks For sake of simplification, we will use the term entropy for the von Neu-
mann entropy. In what follows we will use two different notations either S(p4) to stress
that the entropy is a function of a given density matrix or S(A) = S(pa) to stress the
role played by the system A.

Quantum Joint Entropy

The joint entropy S(A, B) of a bipartite quantum system (A, B) with density matrix
pAp is defined as

S(A,B) = —Tr(paplogpap)- (6.11)
As for the usual entropy S(A) the joint entropy S(A4, B) has an interpretation as the
optimal joint compression rate we can achieve on system AB.
Quantum Conditional Entropy

The conditional entropy S(A|B) of a bipartite quantum system (A, B) with density
matrix pap cannot be generalized directly from its classical counterpart using log
functions, as there is no quantum generalization of the conditional probability. Never-
theless, one can define the quantum conditional entropy using the chain rule,

S(A,B) = S(B) + S(A|B), (6.12)
giving
S(A|B) = S(A,B) — S(B). (6.13)

Contrary to its classical counterpart the quantum conditional entropy can be negative.

Example This can be trivially shown for Bell states, such as |®*)ap = [|00) +
|11)]/+/2, where S(A|B) = —1, which can be proven from: (i) S(A, B) = 0 since the
joint state is pure; (ii)S(A) = 1 since pa = Trp[|®")ap] =1/2.

Interpretation The negativity of the conditional entropy is intimately related to the
existence of entanglement, and it will play an important role in studying the distillation
and distribution of entanglement.

Classical-Quantum Conditional Entropy

If the bipartite state can be written as a block diagonal density matrix

pa = Y_p(a)la)(al @ p, (6.14)
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then the conditional entropy S(Bla) reads,
S(Bla) = p(a)S(p%h)- (6.15)

In this case the conditional entropy being an average of von Neumann entropies it
is clearly non-negative. The C-Q conditional entropy plays an important role in the
distillation and distribution of classical correlations over quantum channels.

Quantum Relative Entropy

As on Shannon information theory it is extremely useful to define a quantum version

of the relative entropy. Suppose p and o are density operators. The relative entropy is
defined by

D(p||o) = Tr[plog p] — Tr[plog o], (6.16)
which is always non-negative (Klein’s Inequality [119, 136]) and zero if and only if
p=o.

Mutual Entropy

The mutual entropy (or mutual information) S(A : B) of a bipartite quantum system
(A, B) with density matrix psap must also be defined through an equation using only
von Neumann entropies,

S(A:B) = S(A) + S(B) — S(A, B), (6.17)
or using the relative entropy,

S(A:B) = D(pap|| pa @ p). (6.18)

where pg = Trppap and pp = Trapasp.

Example 1: Decorrelated State A bipartite decorrelated state p ® o has null
mutual information S(A:B) = 0. This can be trivially shown using the relative entropy
definition of the mutual entropy and its property " D(p|| o) is zero if and only if p = o”.

Example 2: Perfect Classical Correlations The quantum state pap = Zf L) (il a®
|i)(i|p being equivalent to a classical distribution with perfect classical correlations
gives S(A:B) = logd.

Example 3: Maximally Entangled State For a maximally entangled state |¥) 45 =
s \/gmA ® |i)p we have S(A:B) = 2logd as S(A) = S(B) = logd (ps = pp is max-
imally mixed) and S(A, B) =0 (|¥)ap being pure).

Interpretation Similarly as for probability distributions, the mutual entropy S(A:B)
of a bipartite source (A, B) has an interpretation as the minimal amount of randomness
that is needed in order to decorrelate the quantum state pap. Using S(A:B) random
bits one can transform pap into p'sz = pa ® pp, as shown in [93]. For example a Bell
pair can be decorrelated using 2 random bits by applying a random bit flip followed by
a random phase flip on one side. There is a full quantum scenario where the S(A:B)
bits of randomness are replaced by S(A:B)/2 e-bits (Bell pairs), as shown in [1]. For
example, in order to decorrelate a Bell pair ([J00) + |11)]/v/2) a second pair is needed
(S(A:B)/2 =1). In order to implement the decorrelation Alice applies a noisy version
of entanglement swapping without communicating the measurement result.
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Conditional Mutual Entropy

The quantum conditional mutual entropy (information) of a bipartite quantum systems
A and B given C is defined as

S(A:B|C) = S(A|C) — S(A|B, C), (6.19)

which is non-negative because of the strong subadditivity of the entropy. If C is
completely decorrelated from the rest, it becomes the usual mutual information S(A:B).

Properties of the Entropies

We now give some simple relations between the different entropies.
1. S(A) > 0, with equality if the state is pure.
2. S(A) <logd, with equality for a maximally mixed state.
S(A|B) > —S(B).

- W

Subadditivity of entropy: S(4, B) < S(A) + S(B).

Concavity of S(p): S(Xpipy) > ¥ piS(p'y)-

ot

© » N o

S(A:B) < S(A) + S(B).
10. Conditioning reduces entropy: S(A|B,C) < S(A|B).
11. S(A:B|C) > 0.

12. Discarding a quantum system never increases the mutual information:

S(A:B) < S(A:B, ().
13. S(4, B|C) < S(4|C) + S(B|C).

14. Subadditivity of conditional entropy:
S(Al, A2|Bl, Bz) < S(Al |Bl) + S(Angg)

Proof

(1) It follows from the definition of von Neumann entropy that is equal to the Shannon
entropy of the eigenvalues of p4. H(A) = 0 if and only if just one eigenvalue is strictly
positive which implies that the state must be pure.

(2) Let pa be defined in a Hilbert space Hy of dimension d. The proof is easy using
the property S(A) = log || — D(pa ||1/d) and D(p|| o) > 0. We have equality if and
only if D(pa||I/d) = 0 which occurs only if ps = 1/d.

(3) Follows from the definition of the conditional entropy and (1): S(A, B) > 0.

(4) Similarly as in the classical case: S(A)+S(B)—S(A,B) = S(A:B) = D(pap || pa®
pg) > 0.

(5) Defining a joint state >, p(b)|b)(b| ® p% where b encodes which state p% is used
gives > ppS(p%) = H(AJb). Using H(A, B) < H(A) + H(B) gives the result.

(6) If S(A, B) = 0 the bipartite state is pure pap = [1){(¢)|ap. Then using the Schmidt
decomposition |)ap = Y, \/p(i)]i)ali) B, we see that the partial traces pa and pp
have the same eigenvalues (p(i)) which implies the result.
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(7) Introduce a system R that purifies A, B. Then (6) implies S(R) = S(AB) and
S(RA) = S(B), which combined with (4) S(R) + S(A) > S(RA), gives S(A, B) >
S(B) — S(A). Replacing A by B in the previous development gives the symmetric
counterpart. Combining both gives the result.

(8) Tt is equivalent to (4).

(9) Using S(A:B) = S(A) + S(B) — S(A,B) and S(A, B) > 0.

(10) This will be proved later. Intuitively it relies on the observation that if Bob
has access to an additional register C, then Alice surely does not need to send more

information than in the case where Bob does not have access to C.
(11) Using S(A:B|C) = S(A|C) — S(A|BC) and (10).

(12) S(A:BC) = S(A:B) + S(A:C|B) and (11).
(13) S(A, B|C) = S(A|C) + S(B|C) — (A:B|C) and (11).
(14) Use (13) followed by (10).0

6.3 Quantum Data Compression

Consider an i.i.d. C-Q source generating a message of n pure quantum states ({p(z), |z)})
with the density matrix of the entire message reading p" = p® ... ® p. A compression
of rate R for this source consists in a compression operation C" taking states from
H®™ to states in a 2"F- dimensional Hilbert space H", composed of nR qubits. The
decompression operation D™ restores the initial message from the compressed state.
We say that the operation D" o C" is reliable if the fidelity of D™ o C™ approaches 1 in
the limit of large n.

Entanglement-based Description

As explained in Appendix A, any quantum system @ prepared in a quantum state p
with eigenvalues A\, can be seen as the partial trace of a pure state

[W)re = Aalt)plz)a, (6.20)

where P is a reference system. Any quantum operation £ on system () can be re-
defined as the operation Ip®&q applied to the state |) pg. How well the entanglement
between @) and P is preserved is quantified by the entanglement fidelity F(p, ) which
is a function of p and £ defined by

F(p, &) = (W[[(Ip @ EQ) ) (Y l][¥). (6.21)

One can then present the quantum compression C" as the operation that compresses
the state p®" of system @ defined over the space H®" to a 2"%-dimensional typical
subspace @', see Fig. 6.4, while preserving its entanglement with system P.

In order to prove the quantum version of the noiseless coding theorem we need to
generalize the concept of typical sequences to the quantum scenario. We are going to
show that for large n, the density matrix p®" has nearly all its support on a subspace
of H®" called the typical subspace of dimension 275(0)

Typical Subspace

Working in the orthogonal basis {|z)} in which p is diagonal, we may regard our
quantum source as an effectively classical source, the eigenvalue playing here the same
role as the probability in Shannon theory. The quantum source generates messages that
are strings (|x) = |z1)|x2)|x3)...|2,)) of p’s eigenstates (]z)), each with a probability
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Q < Q

nlogd nSp)
gubits qubits

Figure 6.4: The compression operation C"™ compresses a quantum source () stored in
nlogd qubits into nS(p) qubits, while preserving the entanglement with the reference
system P. The source is accurately recovered via the decompression operation D™
without damaging the initial entanglement with P.

given by the product of the corresponding eigenvalues. Therefore, it makes sense to
talk of an e-typical sequence, x1, ..., x, for which

i, 1
D VIS W

PRIRTAY .

—S(p)| <e. (6.22)

in exactly the same way as for classical typical sequences. An e-typical state is a state
|x1)|®2)...|xn) for which the sequence x1,xa,...,x, is e-typical. Define the e-typical
subspace to be the space spanned by all e-typical states. We will denote the e-typical
subspace by T'(n, ¢), and the projector onto the e-typical subspace by P(n,¢),

P(n,e) = Z |1 ){x1| ® |2} {(T2| ® ... @ | ) (| (6.23)
e—typical

The theorem of typical sequences can be generalized to the quantum case:

Theorem of typical subspace

1. p®™" is e-typical: Fix € > 0. Then for any 6 > 0, for sufficiently large n, the
probability that the source outputs an e-typical state is at least 1 — 4:

Tr(P(n,e)p®") >1-4. (6.24)

2. Size of the typical subspace: For any fixed € > 0 and § > 0, for sufficiently large
n, the dimension |T'(n,€)| = Tr(P(n,€)) of T'(n,€) satisfies:

(1 —6)2n5=9) < T (n, €)| < 27SP)Fe), (6.25)

3. Small subspaces have zero probability: Let S(n) be a projector onto any subspace

of H®" of dimension at most 2", where R < S(p) is fixed. Then for any & > 0,
and for sufficiently large n,

Tr(S(n)p®™) < 6. (6.26)
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The proof of points (1) and (2) results directly from the classical version of the theorem.
(3) uses the property of the operators P(n,e€) and S(n) to show that for large n the
dimension of S(n) is exponentially smaller than T'(n, €), see [136, 170] for more details
on (3).

Noiseless Channel Coding theorem

Using the typical subspace theorem it is not difficult to prove the quantum analogue
of Shannon’s noiseless channel coding theorem. The main difference with the classical
case is that the operation must preserve the quantum coherence of the system.

Theorem 8 (Schumacher’s noiseless channel coding theorem) Let {p(x) ,|z)}
be an i.i.d. quantum source , where p =Y p(x)|z)(x|. If R > S(p) then there exists a
reliable compression scheme of rate R for the source. If R < S(p) then any compression
scheme of rate R is not reliable.

The proof is a direct generalization of Shannon’s version and is strikingly similar
to the classical one. The encoding is done by first measuring whether the output
string lies in the typical subspace or not (using the orthogonal projectors P(n,€) and
I — P(n,€)). If the state lies in the typical subspace nothing more is done. If it does
not, then replace the state of the system with some standard state ’|0)’ chosen from
the typical subspace. It follows that the encoding is a map C™ : H®" — H" into the
2"f_dimensional subspace H”, with operator-sum representation

C"(0) = P(n,e)oP(n,e) + »_ AioAl, (6.27)

where A; = |0)(z;], |z;) is an orthogonal basis for the subspace orthogonal to the typical
subspace T'(n, €) and |0) is a blank state. The decoding operation D™ : H" — H®™ is
defined to be the identity on H?. It is then easy to proof R < S(p) using point (1) of
the theorem of typical subspaces. The converse is proven using point (3), similarly as
for Shannon theorem, see [112, 136, 170].

Practical Data compression

Classical encoding techniques such as Huffman coding [51] can be adapted to quantum
sources with three constraints:

1. The encoding must be completely reversible (unitary).

2. The encoding must preserve the quantum coherence (superpositions) of the states.
Which is equivalent to preserving the entanglement between systems () and its
reference P.

3. The encoding must erase the original state in the process of creating the com-
pressed one, as we have to fulfill the no-cloning theorem.

6.4 Quantum and Classical Correlations
In this section we show that the von Neumann entropy has also an interpretation as

the measure of the amount of quantum correlations [gq] (e-bits) and classical bits [cc]
that can be extracted from a pure bipartite states [¢)ap.
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Entanglement Distillation of Pure States

Given a pure bipartite state |¢) ap ,

[W)ap =Y Vp@)|x)alz)s, (6.28)

with partial trace Tr 4(p)[|¢)(¥|aB] = p. Entanglement distillation transforms n copies
of |) ap, using local operations (€4 ® £4), into nR Bell pairs |®1) (|]®T) = [|00) +
|11)]/4/2), where R is the rate of the protocol. The nR Bell pairs being a maximally
entangled state, they can be written as,

277,1?.

)G =>" a0 ali) B (6.29)
=1

The n-fold tensor product |¢/)%7 reads,

WA= Y. Vpe)p(@a)..p(x,)x) alx) 5. (6.30)

where x = z122...x,. The entanglement distillation of pure states is strikingly similar to
the distillation of classical correlations from a noiseless probability distribution. Here
we need to construct a bijection assigning an i) to each |zjz3...x,) preserving the
quantum coherence and being implementable by local operations and communication.
It is easy to see that the optimal solution is to assign to each ¢ a typical sequence of x
which gives the bound R < S(p). Having 27| > 275(P) will oblige us either to assign
some 7 to a non-typical sequence x or to implement mappings, such as |z)|z) — [|it) +
i'i")]/v/2, which are impossible by local operations as they generate entanglement.

Achievability

nS() ebits

Alice Bob

!
[
&

E]
@
S

U

Figure 6.5: Applying Schumacher compression on each side to n copies of a bipartite
pure state we obtain 2"5() Bell pairs |®+).

Once we understand that the compression operation C™ preserves the entanglement
between the system @ and the reference P it is easy to generalize it to the distillation
of entangled bipartite pure states, by applying a projection on the typical subspace on
both locations A and B, as shown in Fig. 6.5. We obtain a maximally entangled state
(all the Schmidt coefficients are equal) of rank 27 (A=) = 275(P) ' which is equivalent to
nS(p) ebits.
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Classical Correlations

By a similar reasoning as the one used for entanglement distillation one can prove that
the maximal amount of classical correlations that can be extracted from the n-fold
tensor product [¢)®™ are nS(p) bits, which can be reached by applying a projective
measurement over the Schmidt basis at each side.

6.5 State Merging

Consider an i.i.d. source which distributes a n product bipartite states pap between
Alice (A) and Bob (B). In order to simplify the discussion we assign a reference
system E that purifies the states pap, as shown in Fig 6.6, where F can be seen as the
environment.

Reference

Alice Bob

Figure 6.6: An i.i.d. source distributes a n product bipartite states pap between Alice
(A) and Bob (B). We assign a reference system E that purifies the states pap.

Similarly to the classical ”data merging”, at the end of the quantum ”state merg-
ing” protocol Bob has control of the whole joint state pap. There are two important
differences with the classical case. Firstly, in the quantum case Alice has to erase her
state in the process, as we have to fulfill the no-cloning theorem. Secondly, in some
cases (S(A|B) < 0) the protocol generates entanglement.

As in the classical case, the quantity related to state merging is the conditional
entropy S(A|B), the interpretation being different if the conditional entropy is positive
or negative. During the state merging protocol either we need to expend quantum
communication (S(A|B) > 0) or we are able to generate entanglement (S(A|B) < 0).
To quantify the entanglement generated we define the coherent information I(A)B) =
—S(A|B).

Theorem 9 (Data Merging) Suppose (A, B) is an i.i.d. distributed source shared
by Alice (A) and Bob (B). Suppose R > S(A|B), then there exists a reliable protocol
that succeeds to transfer A from Alice to Bob either by using on average R qubits
of noiseless communication (S(A|B) > 0) or distilling I(AYB) e-bits of entanglement
(S(A|B) < 0) on average by using S(A:E) bits of classical communication. Conversely,
if R < S(A|B) the data merging will not be reliable.

The Optimal Rates

The proof of R > S(A|B) is strikingly similar to the classical case. The key idea
is that the initial entanglement between two partners sharing a pure bipartite state
cannot increase by local operations and classical communication (LOCC) and sending
R qubits increases the entanglement at most by R e-bits. We separate the proof in two
different cases depending on the sign of S(A|B).
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Positive Conditional Entropy

As in the classical case we regroup Alice and the Reference into a single partner, see
Fig 6.7. Using the entropy as a measure of entanglement of a pure state (section 6.4)

@ nR qubits of e

communication

Reference Reference Bob

Figure 6.7: Alice sends R qubits of quantum communication to Bob in order to give Bob
access to the joint state (A, B). Alice and the Reference are inside a dashed rectangle
to stress that for technical reason of the proof they are considered as a unique partner.
At the beginning of the protocol B is entangled with (A, E') where at the end it is only
entangled with F.

the initial entanglement between Bob and Alice+Reference reads,
Ein = S(B). (6.31)

After Alice has sent R qubits through a quantum noiseless channel to Bob and suc-
cessfully implemented the state merging protocol, the final entanglement between Bob
and Alice+Reference reads,

Eout = S(A, B), (6.32)

as at the end of the merging Bob has the full state psp. Because communicating R
qubits can increase at most the entanglement by R e-bits 2, we obtain the bound,

Ein + R 2 Eout7 (633)

which gives R > S(A|B).

Negative Conditional entropy

Here the initial situation is similar, but the protocol changes as it will generate entan-
glement. As shown in Fig. 6.8, by applying local operations (€4 ®Eg) after a successful
state merging Alice and Bob share R e-bits of entanglement and Bob has on his side
the state pap which is entangled with the reference, The final entanglement between
Bob and Alice+Reference then reads,

Eout = S(A,B) + R. (6.34)

Because the entanglement cannot increase through local operations and classical com-
munication

Ein Z Eoutu (635)
we get the lower bound R < I(A)B) = —S(A|B).

2Sending R half of Bell pairs through a quantum noiseless channel is the optimal solution.
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lin lout

OIORREE
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e o
: ! R e-bits

Figure 6.8: At the same time that Alice merges her system A with Bob’s system B
they succeed to generate R e-bits of entanglement (system (A’, B')).

Achievability

The proof works on the asymptotic limit where Alice and Bob share n realizations of
the joint distribution: pfg.

Positive Conditional Entropy

The solution for the case S(A|B) > 0 is a trivial generalization of the classical case.
Alice divides her typical subspace T4 into 2"5(A1B) subspaces and maps each subspace
into a given single letter message |i). After sending |i), which costs her R qubits on
average, Bob can reconstruct p5 % from p%$™ and |i). The only subtlety appearing in
the quantum case is that the operation must preserve the coherent superpositions and
Alice must erase her state in the process.

Negative Conditional Entropy

Let us summarize the proof of [59, 109]. Alice decorrelates her quantum system A
from Eve by applying an incomplete measurement that maps A = A, As, ..., A, into
a subspace A of dimension 2"/(4)B) with measurement outcome j of rank nS(A:E).
After Alice decorrelation operation, given the outcome j, the tripartite state reads
|¥7) xgg- Where Alice and Eve system reads,

PAE = TA @ PE; (6.36)

where 75 is a maximally mixed state of dimension 277 Then Alice communicates j to
Bob using nS(A:E) bits of classical communication. Because Bob holds the purification
of pzg (he controls modes B = By, Bs, ..., B, and knows the result j of Alice’s mea-
surement) and all the purifications are equivalent up to a local isometry (see appendix
A), there is a U} : B — BBB such that

(HAE ® UIJ_D,)|‘I’J>ABE = |‘1’+>§%R ® |‘I’>1§BE7 (6.37)
as |®1) ;5 is a valid purification of 75 and |¥)gg of pg. We observe that the merg-
ing protocol succeeds to send Alice’s system to Bob at the same time that we distill
nl(A)B) ebits. In the process Alice had to communicate nS(A:E) bits to Bob in or-
der to tell Bob which U} to apply. The protocol can then be summarized using the
following resource inequality,

S(A:E)[c — o]+ {qq} = I(A)B)lqq]- (6.38)
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I(A>B) e-bits of entanglement

Alice Bob
Ay — B,
Pas
As Pas B2
A B
A Uy —3 Pag 3 Uﬂ; — ]
- g Aa Pas B4 — ]
Ja¥ = — — —]
Q= - —_ =

nS(A:E) bits of communication

Figure 6.9: Alice applies a partial measurement that maps A into A (dimension
nl(A)B)) and outputs j (rank nS(A:E)). Then Alice communicates j to Bob who
applies a unitary operation Uy that allows distill him to nR ebits.

A Family of Protocols

As shown in [1], the previous entanglement distillation protocol can be made fully quan-
tum by replacing the communication of nS(A:FE) classical bits by sending nS(A:E)/2
qubits through a quantum noiseless channel. Alice applies a Schumacher compression

nS(A:B)/2 e-bits of entanglement

Alice Bob
A Pas 51
A, w B,
A, o] Bs |
Uy . Pas . Uﬂ, — ]
4 Pas 4 —
L o ]
[ —— —j

nS(A:E)/2 qubits communication

Figure 6.10: Alice applies a Schumacher compression on her system A, subsequently
applies a given unitary operation Uya, and factors the output in two subsystems A;
and A, of size nRy = S(A:B)/2 and nRy = S(A:E)/2 qubits, respectively. She sends
As to Bob who applies a local isometry Ua,B : A2B — B1]§B distilling in the process
nR ebits.

on her system A (size nS(A) qubits) and subsequently applies a given unitary opera-
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tion U, 3 and factors the output in two subsystems A; and A, of size nR;, and nRy
qubits, respectively. By sending As to Bob Alice completely decorrelates A; from E,
if U, is chosen properly. After Bob receives Ay he has a purification of the system
PA, ® pE, then by applying a local isometry Ua,B : A2B — B:BB he can transform
the tripartite system into

(Ia,E ® Ua,B)|¥)aBE = [21)X"5! @ |¥)apg- (6.39)

Because sending nRo qubits of communication cannot increase the entanglement
by more than nRs e-bits, and nR; being the number of distilled e-bits at the end of
the protocol, using similar techniques as before we get the inequality,

Ry + S(B) > S(A,B) + Ry. (6.40)
Because the sizes of A; and As correspond to A we have the constraint,
Ry + Ry = S(A). (6.41)
Combining equations (6.40) and (6.41) we obtain Ry < S(A:B)/2 and Ry > S(A:E)/2,
which gives the following resource inequality,

SS(AE)g — g + {aa) > 3 S(A:B)[aa). (6.2

This is called the mother resource inequality and generates other known quantum
protocols by appending (a) or prepending (p) either the teleportation (TP) protocol
[21]

2[e — ] +[qq] = [g — dl, (6.43)

or the dense coding (DC) protocols [22]
[ — ql + [gq] = 2[c — ], (6.44)

as shown in [58]. The three children of the mother protocol are, a noisy version of
teleportation

S(A:B)lc — o] +{qq} = I(A)B)lg —q :(a—TP), (6.45)
a noisy version of dense coding
S(A)lg — al +{aq} =z S(A:B)[c — ¢ :(a—DC), (6.46)
and one-way entanglement distillation,
S(A:E)[c — c] +{qq} = I(A)B)[qq] : (p—TP), (6.47)

which is exactly the protocol presented before.

Quantum Channel Capacity

Previously we were considering a static scenario where a bipartite source distributed a
given quantum state pap to Alice and Bob and subsequently they applied entanglement
distillation to extract e-bits. Here we are going to study a dynamic scenario where the
source ([t))aas) is located at Alice’s site and Alice sends the system A’ through the

3For more details on how to construct Uy see [1].
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quantum channel N to Bob. The previous mother protocol can be shown to have a
source-channel dual called the father protocol

SS(A:B)adl + {a — 4} > 2S(A:B)g — . (6.45)

that can be deduced from the mother protocol as explained in [1]. The father protocol
has two children, the entanglement-assisted classical information transmission

S(A)laq) +{a—q} 2 S(A:B)[c — ] :(a—DC), (6.49)
and the quantum communication protocol,
{q—q} = I(A)B)[g — 4, (6.50)

which can be found by prepending the entanglement distribution [¢ — ¢] > [qq] * to
the father protocol.

Analogy with Classical Communication In the classical communication through
noisy channels ({¢ — c}), one can get rid of the noiseless channel ([c — ¢]) used in the
error correction by selecting a proper code C;. Similarly, in the quantum communication
scenario we can get rid of the $S(A:E) ebits by using the protocol described in [59],
inspired on the secret key distillation presented in next chapter.

Quantum Capacity

For a given source-channel pair {|1)) 44/, N'}, Alice’s and Bob’s final state reads

pag = (Ia @ Na—B)|t)) aa, (6.51)

The coherent information I(N,p) = I(A)B), where p = Tru[|Y){(¢|aa], gives the
amount of entanglement that can be distributed among the channel using i.i.d. sources.
Optimizing among the different i.i.d. sources for a fixed channel N we obtain the i.i.d.
quantum capacity

Cy; =maxI(N,p). (6.52)
P

One could expect, by analogy with the classical case, that C; gives the optimal capacity
of the quantum channel. Unfortunately this is not the case in quantum information as
shown in [61, 179] for very noisy depolarizing channels and more recently in [185] for
general depolarizing channels. This clearly shows that i.i.d. sources are not sufficiently
general. The most general definition of the capacity reads,

1
C = lim —maxI(N®", p,), (6.53)
n—oo 1, pPn
where we must consider the behavior of the channel on input states entangled across
many uses (p,) .

6.6 Classical Communication

In this section we will derive how to distribute classical correlations through quantum
channels. In order to simplify the discussion we use the entanglement-based description
of communication over quantum channels, as shown in Fig. 6.11. After Alice and
Bob measurements, the joint state (a,b) being completely classical (diagonal density

4Which is trivially implemented by sending an e-bit through a noiseless channel.
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B
a Alice Quantum Channel Bob b

Figure 6.11: Alice source is modelled by combining an entanglement source |¢))ap,
and a POVM measurement M4. Alice’s message By is sent through the quantum
channel, which is modeled by an unitary interaction Ugg. Finally Bob applies a POVM
measurement Mp on B.

matrix), the correlations between Alice and Bob are given by the mutual entropy S(a:b).
Sometimes we will use the notation

I(pAB;MA,MB)ZS(a:b), (6.54)
to stress that the joint probability distribution (a,b) has been obtained by applying
POVMs M4 and Mp on the bipartite state pap = T N (|¢) ap,)-

Accessible Information

If we restrict Bob’s measurements to individual (product) measurements (Mg = M5")
over each message of the i.i.d. source sent by Alice through the quantum channel, as
in Fig. 6.12, the optimal mutual information that both partners can reach reads,

Alice Bob
A e P ) w by
= a| b ]

A2 B
* QU ’
T T =

As

B
a, X b
C LIJAB N j'\f\ 2

A4 84
b
.: ]'\J’\ 2

a — =
E Was N

Figure 6.12: Alice generates an i.i.d. source by applying individual POVM measure-
ments over n copies of an entangled state. After sending half of the modes through the
quantum channel Bob applies an individual measurement over each signal.

Loce(pap; Ma) = %aXI(PAB§MAaMB)7 (6.55)
B

which is called the accessible information. Optimizing over the possible C-Q sources
S (the best combination entangled state+measurement S = {|1)) ap,, Ma}) we obtain
the product states and product measurement capacity

Cll(/\f) :m§XIacc(H®N(|¢>ABO)§MA)- (6.56)

The accessible information can be very difficult to calculate as it needs an optimization
over all the different possible measurements. Interestingly a simpler quantity called
the Holevo bound gives a useful upperbound.
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Holevo Bound

For a given source {p(a),|¢)p,} and for a fixed measurement Mp on Bob side, Alice
and Bob mutual entropy is upperbounded by the so-called Holevo bound,

S(a:b) < S(a:B) = S(ps) — 3 p@)S (o). (6.57)

S(a:B) being a function of the quantum state B preceding the measurement, it does
not depend on Bob’s measurement Mp. The accessible information is then also up-
perbounded by S(a:B). Interestingly, the calculation of S(a:B) is strikingly simple as
it only depends on the von Neumann entropies of Bob’s state pp and of Bob’s state
conditioned on Alice data a (p%).

The proof of the Holevo bound can be made strikingly simple by combining the
physical model of measurement, entanglement-based description of sources (see ap-
pendix A) and the strong subadditivity of von Neumann entropy.

Proof

Consider a quantum bipartite state pap shared by Alice and Bob, as shown in Fig.
6.13. Suppose that after receiving mode B, Bob applies the quantum operation 7.

A B

Bob

Figure 6.13: Alice and Bob share a quantum state psp. Bob applies a quantum
operation 7 over mode B which can be modeled by applying a unitary operation Upc
on B and an ancillary system C.

Using the physical description of a quantum operation (see appendix A) we can model
T by applying a unitary operation Ugc on B and an ancillary system C'. Without loss
of generality we can consider that the ancilla is initially decorrelated from the bipartite
state (papc = pap ® pc) giving

S(A:B) = S(A:B,C) (6.58)

where we used S(4,C) = S(A) + S(C) and S(A4,B,C) = S(A,B) + S(C) as C is
decorrelated from A and B. Because a unitary interaction does not increase the entropy
of a system (the eigenvalues do not change) we have,

S(A:B,C) = S(A:B',C") = S(A:B') + S(A:C'|B) . (6.59)
>0

After discarding the ancilla C’ and using the strong subadditivity of the entropy we
finally obtain

S(A:B') < S(A: B). (6.60)
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This result being true for any quantum system on Alice side, it holds also when Alice’s
state is the result of a POVM measurement (p,p),

S(a:B") < S(a: B). (6.61)

Measurements Mp being a subclass of the existing quantum operations 7 that Bob
can apply, as explained in appendix A, they must satisfy equation (6.61), giving the
Holevo bound (B’ = b).

Achieving the Holevo Bound

Unfortunately the accessible information does not generally achieve the Holevo bound.
One can see that in order to saturate the Holevo bound using product measurements the
states p% must have orthogonal support, which is not generally satisfied. Interestingly
one can saturate the Holevo bound if we allow Bob to apply collective measurements,
which are more general than product measurements.

HSW Codes

The technique used to achieve the Holevo bound is pretty similar to the encoding used
in the communication over classical channels.

Correlation Distillation

In order to saturate the Holevo bound Alice divides her set of typical sequences T, into
275(alB) non-overlapping subset C; of size 2%(%B)  the so-called HSW codes [104, 171].
Bob assigns a collective POVM measurement M; to each code C;, where each POVM M,
allows him to determine which of the 275(%B) sequences of C; was really measured by
Alice, see [136, 97| for a detailed description of how to construct such a measurement.
In order to extract perfect correlations Alice first applies MI‘?" to the n modes A and

Alice Bob
A2 B
) 2 b
[y e ] oo
A3 B M
1 3 I b
a0 Sy p—— b
S S B S »o
nS(a|B) bits of communication — j

Figure 6.14: Alice i.i.d. C-Q source can be modeled by applying a POVM over each
entanglement source. In full generality in order to reach nS(a:B) bits of correlation
Bob would have to apply a collective measurement over all his received states.

communicates to Bob in which code C; lies her measurement outcome a = ajas...an,,
see Fig. 6.14. Knowing in which code C; lies a, Bob applies the corresponding POVM
(M;) which allows him to determine a without error.
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Correlation Distribution

Similarly as in the case of quantum communication or Shannon communication, the cor-
relation distillation protocol can be transformed into a correlation distribution without
the need of a supporting noiseless channel. To do so, Alice actively selects a given HSW
code C; among all the typical sequences of T,,. By just sending sequences among this
code and Bob applying the corresponding POVM M; Alice succeeds to send n.S(a:B)
classical bits of correlation to Bob efficiently.

Classical Communication Capacity

Optimizing over the possible C-Q sources, or equivalently searching the best combi-
nation entangled state+measurement S = {|1)) ap,, M4}, we obtain the product states
and collective measurement capacity

Clee(N) = mng(a : B). (6.62)

Note thas by the Holevo bound this is an upperbound of the product states and product
measurement capacity Cy; defined in equation (6.56).

An even more general scenario of correlations distribution allows Alice to use non-
i.i.d sources. In this scenario the capacity reads,

C(WN) = lim lCll(/\f‘@"). (6.63)
n—oo N,
An important open question in quantum information theory is whether the conjecture
Cieo(N) = C(N) is true. This is called the additivity of the ”classical capacity of
quantum channels” problem, which is related to other conjectures in quantum infor-
mation [178]. Up to now, there is only a proof for some channels such as the unital
channels [117] and entanglement-breaking channels [177].

6.7 Continuous-Variable Entropy

Any N-mode quantum state of a continuous variable system is completely described
by the density operator

p= Z Pnm|N1, N ) (M, ..y ma|. (6.64)

n,m=0

The von Neumann entropy (6.3) of p is calculated by calculating the Shannon entropy
of the eigenvalues of p, as described previously. Contrary to the Shannon entropy
of continuous distributions here the entropy is well-defined, as Fock basis is infinite
but discrete. As in the case of discrete variables one can define quantum conditional,
mutual and relative entropies for continuous variable systems. In the following we will
restrict to the case of Gaussian states as it is the only family of states that we use in
the following chapters.

Gaussian States

The displacement being a unitary operation and the entropy being invariant under
unitary operations °, we have

S(p) = S(D(a)' pD(a)). (6.65)

5As it is defined using a trace operation (S(p) = —Tr[plogp]) and the trace is invariant under
unitary operations.
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It is then trivial to see that the mean value does not play any role in the calculation
of the entropy. We can then restrict ourselves to the family of states with null mean
value. As we explained in Chapter 2 every Gaussian state pg with null mean value and
covariance matrix v can be decomposed into a tensor product of thermal states A\;I by
applying a proper symplectic transformation S,

N
T _ A, 0
SySsT = @[ 0 A } (6.66)

k=1

where the symplectic eigenvalues are the solution of a polynomial with the symplectic
invariants as coeflicients, as described in Chapter 2.

Symplectic transformations being a subclass of unitary operations, the von Neu-
mann entropy of pg and @), Axl must be equal. This proves that the problem of
calculation the von Neumann entropy of a N-mode Gaussian state reduces to calculat-
ing the von Neumann entropy of a product of IV thermal states Agl,

N
=3 S(AD). (6.67)
k=1

Thermal State

The density operator of a thermal state reads,

oo n

Z +1 —n)(nl, (6.68)

where (n) is the mean number of thermal photons in the state. The density matrix
being diagonal on the Fock basis, its von Neumann entropy reads

-V AU IR
Sl) = _<n>+1;<<n>+1> log

(n)y ¢ 1
(<n>+1) (ny+1

1=0
1w )T ,
= Wil ; (<n> - 1) [z log(n) —ilog({n) + 1) — log({n) + 1)}
@ g [ )+ 1) (10mn) — tom( () + 1)) = ((m) + 1) () + 1]
= ((n)+1)log({n) + 1) — (n) log(n}, (6.69)

where in (a) we used Y oo qz' =1/(1—x) and Y iz’ = z/(1 — z)%.
Having in mind that the relation between the mean photon number and the sym-
plectic eigenvalue of a thermal state is A = 2(n) + 1 we obtain,

ST = Gl(A = 1)/2], (6.70)

where
G(z) = (x+1)log(x + 1) — zlogx. (6.71)
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Chapter 7

Quantum Key Distribution

7.1 Introduction

Armies, governors, diplomats and politicians have always tried to secure their com-
munications from a potential adversary. This has always been accompanied with a
willing of intercepting the adversary secret messages, in order to place theirself in an
advantageous strategic position. This has generated a continuous demand of improv-
ing secret coding methods as well as decoding techniques all along the human history.
From the simple methods used during the Antiquity based on simple transpositions of
the alphabet to modern methods based on the difficulty of solving some mathematical
problems such as factoring large numbers on a usual computer, the history of cryp-
tography has been a continuous competition between cryptographs developping novel
coding techniques and others trying to crack them. See reference [184] for a fascinating
introduction to the history of cryptography. The development of telecommunications
all along the 20'" century came along with an increasing demand for treating huge
amounts of data. In order to deal with such a quantity of data the encoding and
decoding techniques were automatized, first by using mechanized engines and later
with computers. During the last decades of the 20" the demand for secure commu-
nications has expanded to new domains of activity such as financial and commercial
communications, a phenomenon that has been amplified with the development of the
Internet.

All the cryptographic techniques from the simplest to the most evolved one have a
similar working procedure. Two partners, usually called Alice and Bob by the crypto-
graphic community, want to communicate a message (the plaintext) secretely from a
potential eavesdropper, usually called Eve. Alice applies an encoding algorithm having
as inputs the plaintext and an encoding key. This turns the plaintext into a cyphertext
non-understandable to Eve. Then Bob decodes the cyphertext sent by Alice using a
decoding algorithm with the help of a second key. Alice and Bob keys do not need
to be the same, as in asymmetric cryptography used in public encryption techniques
such as RSA [160], which is the encoding algorithm most commonly used nowadays.
In RSA the encoding key (Alice) is public, allowing anyone to encode a message and
send it to Bob. On the other hand the decoding key is only known by Bob, so he is
the only one able to decode the message.

Unconditional Security

All the encryption techniques developed in the past have been sooner or later broken,
usually requiring the effort of large groups of brilliant people working intensively during
long periods of time. The cracking of the Enigma encoding machine of the German
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army during the Second World War by the Allies scientists working at Bletchley Park
[184] is such an example. Modern cryptographic techniques do not escape to this
problem. Most of them being based on the difficulty of solving quickly enough some
mathematical problems, such as factorizing large numbers in RSA [160], there is no
guarantee that one day we will found an algorithm that solves those problems in an
efficient time.

One can rise the following question: ”does it exist an encoding technique that
allows for a completely unbreakable secure communication?”. The surprising answer
is yes, the technique is called the One-Time Pad, where the key is the same length
as the plaintext. If the key is secure, truly random, and never reused, the cipher is
unbreakable. The protocols is extremely simple as show in Fig. 7.1: Alice applies a
modular addition to the plaintext p™ and the secret key k™ (¢ = p" @ k™) and sends the
cyphertext ¢ to Bob. After receiving the string ¢” Bob undoes the modular addition
p" = " @ k™, recovering the plaintext p”. The idea of the protocol is to transform
the plaintext into a completely noisy message non-understandable by Eve by applying
random noise. In order to decode the message Bob needs to know exactly the noise
added by Alice, the secret key.

Alice Eve Bob

Plaintext:  01101011100101 Cyphertext:  01101011100101
+ [Key: 1101001001011p + [Key:  1101001001011p

| Public Channel ==
|Cyphertext: 101110011100111 | Plaintext: 1011100111001|1

Figure 7.1: Alice applies a modular addition to the plaintext p™ and the secret key k"
(c™ = p™ @ k™) and sends the cyphertext ¢™ to Bob. After receiving the string ¢™ Bob
undoes the modular addition p™ = ¢" @ k™, recovering the plaintext p™.

)

In 1949 Shannon [176], fixed the conditions to have ”perfect secrecy” using his
recently developed information theory [175]: Alice encodes the plaintext X using a
key K and an encoding algorithm C = f(X, K) that outputs the cyphertext C that
she later sends to Bob. In order to have perfect security we need that Eve does not
gain any information by knowing the cyphertext sent by Alice. This translates in the
Information Theory language into the condition

H(X|C) = H(X), (7.1)

where we demand that the uncertainty on the plaintext knowing the cyphertext being
equal to the initial uncertainty on the plaintext. The conditional entropy H(X|C) can
be rewritten as

H(X|C)=H(X)+ H(C|X)—-H(C). (7.2)
In the case of One-Time Pad, the modular addition ¢” = 2™ @ k™ implies H(C|X) =
H(K|X), the plaintext and the key been independent, we finally obtain H(C|X) =
H(K). By construction of the protocol we have H(C|K) = H(X|K) = H(X), which
together with the concavity of entropy (H(C|K) < H(C)) gives H(C) > H(X). Fi-
nally, in order to satisfy the condition (7.1) we need the secret key entropy being larger
than the plaintext amount of information,

H(K) > H(X). (7.3)

The best way of implementing One-Time Pad is Alice applying compression to his
message up to nH(X) bits and then using nH (X) bits of secret key to generate the
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cyphertext by applying a modular addition to the plaintext and the secret key. In [176]
Shannon proved that all the protocols achieving ”perfect security” are equivalent to
the One-Time Pad.

The Problem of Distributing the Secret Key

If we inspect the One-Time Pad protocol we see that the ”perfect security” is based on
a cornerstone assumption, ” Alice and Bob initially share a secret key”. In practice it
is impossible to have a guaranteed perfectly secure secret key distribution by classical
cryptographic techniques, we have to trust some messenger or communication channel
that distributes the secret keys between Alice and Bob. Despite that, One-time Pad
has been widely used, usually combined with a public cryptographic protocol that
generates the secret key.

Surprisingly, at the middles of the 80’s Bennett and Brassard [20] showed that the
secret key distribution can be made ”perfectly” secure if one uses Quantum Key Dis-
tribution (QKD) techniques. The security of QKD is based on the no-cloning theorem
[199] that shows that it is impossible to perfectly copy ensembles of non-orthogonal
quantum states. Any attack by a potential adversary being detectable by Alice and
Bob as it would disturb the quantum communication signal.

7.2 Classical Key Distribution

Before presenting the theory of Quantum Key Distribution we are going to analyze
a classical analogue, allowing us to present some of the key elements that we will
later generalize in QKD. We will show how two partners can distill secret bits from a
bipartite distribution correlated with the potential eavesdropper Eve by using public
communication over a classical chanel.

Definition of Resources We will use the notation [ss] for the static resource corre-
sponding to a secret bit shared between Alice and Bob, and {ss} will denote a bipartite
correlated distribution shared by Alice, Bob and the potential eavesdropper Eve. The
dynamical resource [s — s] corresponds to the distribution of a secret bit between Alice
and Bob, and {s — s} to a eavesdropped channel.

Static Scenario

Consider three parties Alice, Bob and the eavesdropper Eve sharing a tripartite dis-
tribution (X,Y,Z) generated by an independent and identically distributed (i.i.d.)
source with distribution p(z,y, z), as shown in Fig. 7.2. In order to extract a secret
key (unknown by Eve) from their shared data, Alice and Bob have to apply secret
key distillation. In what follows we will concentrate on one-way distillation protocols
where one of the trustfull partner’s data (Alice or Bob) is used as reference to generate
the key and the communication travels on one single direction.

Secret Key Distillation Helped by a Private Channel

In order to simplify the proof let’s first consider that Alice and Bob have access to prior
secret keys and a private channel. A private key being a perfectly correlated sequence,
the first thing that Alice and Bob have to do is to distill a noiseless correlated sequence.
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Eve

Alice Bob

Figure 7.2: Alice, Bob and the eavesdropper Eve sharing a tripartite distribution
(X,Y, Z) generated by an i.i.d. source.

a) After Error Correction b) After Privacy Amplification

Eve Eve

Alice ; Bob Alice Bob

Figure 7.3: a) After the error correction Alice and Bob data are perfectly correlated, but
remain correlated to Eve. b) Privacy amplification allows Alice and Bob to completely
decorrelate their joint data from Eve.

Error Correction To do so they can decide to fix Alice data as the reference and
apply data merging as explained in Chapter 5, by Alice communicating nH (X|Y) bits
to Bob through a private channel (nH (X|Y)[s — s]). After the error correction Alice
and Bob sequences are the same, as shown in Fig. 7.3, generating nH(X) bits of
correlation.

Privacy Amplification After the error correction Alice and Bob data remains cor-
related to Eve data (Z). Alice or Bob could then individually decorrelate their own
data from Eve by using nH(X:Z) random bits as explained in section 5.6, but this
would decrease their shared correlations. To overcome this problem Alice and Bob
use nH(X:Z) shared secret bits (denoted nH (X:Z)[ss]) as input of their decorrelation
protocol. This allows them to decorrelate their data from Eve, as by definition she
has no information on the secret bits and at the same time it preserves their joint
correlations as both partners apply the same deterministic operation.

Secret Key Rate At the end of the protocol Alice and Bob share a perfectly corre-
lated distribution (X, X)) unknown by Eve which generates nH (X) bits of secret key
(nH(X)[ss]). The protocol can be resumed using the following resource inequality,

H(X|Y)[s — s]+ H(X:Z)[ss] + {ss} > H(X)][ss]. (7.4)
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The net gain of secret key reads,
K=HX)-HX|Y)-HX:Z)=H(X:Y)-H(X:2), (7.5)

which corresponds with the well known result of Csiszar and Korner [52]. A symmetric
counterpart exists if we interchange Alice and Bob roles, Bob data Y being now the
reference,

K = H(XY) - H(Y:Z). (7.6)
Secret Key Distillation

Following the results of section 5.5, Alice divides her typical set Tx into 27 (X1Y) codes
C; of size 2"H(X:Y) When the secret key rate K is positive (K = H(X:Y)—H(X:Z) >

H(X:Z) Code (I,s
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Figure 7.4: Alice divides the Typical set Tx into 2"#X1Y) codes C; of size 27 (X:Y)
labeled by [ (error correcting codes). Each code C; is again divided into 2" =
o [H(X:Y)=S(X:Z)] privacy amplifications codes Cy  of size 2"(X:2) labeled (1, s), where
s encodes the secret key.

0), each code C; can be divided into 2"% codes Cy,s of size onS(X:2) " as shown in Fig.
7.4. Eve in order to estimate 2" needs Alice revealing in which of the 2"#(X12) codes
Ci s lies ™. Alice by revealing just I’ during the error correcting allows Bob to perfectly
estimate x™ but leaves Eve on the uncertainty of knowing on which of the 2"¥ codes
Cp s lies ™. The secret key being just the information on s which is known by Alice
and Bob but unknown by Eve, generating nK secret bits.

One can then get rid of the prior secret key and the use of a private channel without
error using the preceding technique that can be resumed in the following resource
inequality,

H(X|Y)c— ] +{ss} > (H(X:Y)— H(X:Z))[ss], (7.7)

where now the comunication can be done over a public channel without compromising
the security of the key, as in Csiszar and Korner work [52]. If the error correction
is done in the opposite direction (from Bob to Alice) one can derive the symmetric
relation

HY|X)[c—c]+{ss} > (H(X:Y)—H(Y:Z))[ss]. (7.8)

The big problem of classical key distribution is that no physical law forbides Eve
from monitoring the communication of the channel and getting the same information as
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Bob receives, which gives a null secret key. Then in order to have a positive secret key
we need to do some assumptions on Eve capability to extract information. Hopefully,
Quantum Key Distribution (QKD) techniques make possible the distribution of a secret
key because of the physical constraint imposed on Eve by the no-cloning theorem [199].

Secret Key Distribution

One can transform the previous static protocol of secret key distillation into a secret
key protocol if Alice sends a copy of the data generated by her source X to Bob through
a noisy channel, Bob receives a noisy version Y of X and Eve extracts information Z
by monitoring the channel, as shown in Fig. 7.5. Subsequently Alice and Bob apply

Alice Eve Bob
X z
A
X [ N | > Y
| J
n uses

Figure 7.5: Alice sends a copy of the data generated by her source X to Bob through
a noisy channel. Bob receives a noisy version Y of X and Eve extracts information Z
by monitoring the channel.

error correction and privacy amplification to their data in order to extract a secret key.

7.3 Quantum Key Distribution

A Quantum Key Distribution protocol [92] is divided in two steps; Firstly, a quantum
communication part where Alice prepares and sends quantum signals through a quan-
tum channel to Bob, who measures them. This is usually implemented over optical
fibers in order to benefit from the huge speed and low decoherence of light. Secondly, by
running a classical post-processing protocol through a classical authenticated channel
Alice and Bob extract a secret key from their correlated data. In the following we will
describe a general QKD protocol for binary alphabets that can be easilly generalized
to continuous variables.

Quantum Communication Step

Before presenting a general prepare-and-measure QKD protocol, we are going to intro-
duce a simple example, the first proposed quantum key distribution protocol, called
BB84 [20], where the bits are encoded on a given internal degree of freedom of the
photon, such as the polarization. An alternative encoding system more suited to fiber
transmission (usual telecom fibers does not preserve the polarization) is the so called
time-bin encoding [92], where the bits are encoded in the time delay of the photon plus
a phase. The encoding is achieved by using an interferometer with arms of different
lengths combined with a controlled phase shift on one of both arms.
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BB8&84

In BB84 Alice first generates two random bits for each photon that she will send to
Bob. The first bit (z;) will be used to generate the secret key and the second (b;) is used
to choose which basis Alice would use to encode the bit x;, either the computational
basis {|0),|1)} or the conjugate basis {|+) = [|0) + [1)]/v/2,]|—) = [|0) — [1)]/v/2}. The
state sent to Bob depends on both bits z; and b; such that {|0),|—)} encodes z; = 0
and {|1),|4+)} encodes x; = 1. Finally, Alice sends the quantum state to Bob who
measures either the computational or conjugate basis depending on the value of his
own random bit b}, obtaining the result y;.

Alice
X
g
b;
0> [+> Yi
11> 1-> Channel

Figure 7.6: Alice generates two random bits that defines which state among
{10), |1}, |+),]—)} she sends to Bob through the quantum channel. Bob randomly
chooses which basis (b') he is going to measure. The state sent by Alice decohered
after the interaction with Eve ancilla which is stored in a quantum memory (QM).

The random switching between two conjugate bases is crucial in order to secure the
protocol against intercept-resend attacks by Eve. If Alice was encoding always on the
same basis Eve could just measure the right basis and then re-prepare and send the
same state to Bob. Fortunately, the no-cloning theorem forbids perfectly cloning two
non-orthogonal states (ex: {|0) and |—)} encoding the same bit z; = 0), making any
intercept-resend attack detectable if Alice and Bob change between conjugate bases.
The protocol is built in such a way that Eve having no information on b;, the optimal
attack she can apply is to interact with the signal sent by Alice in order to make an

imperfect clone and keep it on a quantum memory until Alice reveals the chosen basis
to Bob.

Generalization

A general protocol starts by Alice choosing randomly among [ different ensembles
& = {pii, |Vi1) (i1}, where p;; is the probability of sending |4); ;) (i | once we have
chosen the ensemble [, with all the ensembles & giving the same average state o,

VI praltia) (Wil = o, (7.9)

in order to forbid Eve from knowing which basis ensemble was chosen. Subsequently
Alice randomly chooses which state |i; ;) (1;;| among the ensemble & she will send
to Bob through the quantum channel. The choice of I corresponds to the basis (b; in
BB84) and 4 to the data that will be used later to generate the secret key (z; in BB84).
In an entanglement-based description of the protocol Alice starts from a pure entangled
state |¥)4p,, applies a randomly selected POVM measurement M; which generates
the ensemble &, as explained in Chapter 7, and subsequently sends the system By to
Bob through the quantum channel. Once the signal arrives to Bob station, he applies
a randomly selected POVM measurement A/, where each N}, is constructed in order
to optimize the secret key for a given preparation & of Alice.
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Most of the QKD protocols, such as BB84, are constructed in such a way that
all the ensembles & are a resolution of the identity o = I (BB84: |0)(0] + |1)(1] =
[+){(+| = |-)(~| =) and Alice and Bob POVM measurements use the same projective
measurement (N = M; = > |¢!)(p!]) on the entanglemen-based description. In the
prepare-and-measure scheme, this is equivalent to Bob measuring the orthogonal basis
which correspond with the ensembles of states sent by Alice. Nearly all of the existing
protocols use either conjugate or mutually unbiased bases, as in BB84, which give no
correlations between Alice and Bob when they use different bases.

Classical Post-Processing Step

Once Alice and Bob have collected a sufficiently large list of correlated data, they
proceed with the classical post-processing step. They first apply sifting, where they
compare Alice encoding basis | and Bob measurement basis I’ and keep only those data
where they have used the same basis. Subsequently they apply parameter estimation,
where by revealing a randomly chosen sample of their data they obtain an estimation
of the parameters of the channel, which allows them to upperbound Eve information
Ig. Now they are ready to extract a secret key from the remaining data by using error
correction and privacy amplification [190], using similar techniques as those used in
Section 7.2. The size of the secret key reads,

K=1Io—1Ig— M, (7.10)

where I is the amount of correlations that Alice and Bob could extract over a noise-
less channel, Iy is an upperbound of Eve information and M is the size of the message
disclosed during the error correction. Hence, it is important that the error correction
discloses as little information as possible and that the parameter estimation upper-
bounds correctly Eve’s information.

Choice of the Bases

Alice and Bob choosing their bases randomly implies the loss of a fraction of the
data during the sifting step of the classical post-processing, due to a mismatch of the
selected bases. As an example, in the usual version of BB84 Alice and Bob randomly
select among two conjugate bases using a balanced probability distribution (p(b1) =
p(ba) = 1/2) which forces Alice and Bob to discard half of their data. Interestingly,
an equiprobable distribution between the bases is not compulsory, one can reduce the
amount of data loss by using an unbalanced distribution between bases b; and bs.
Consider the case where we use basis b; most of the time (probability P(b1) =1 — p,
p small) and the conjugate basis b is used just to estimate the channel, which in the
entanglement-based description corresponds to a tomographic reconstruction of p4p .
Now the fraction of lost data is reduced to 2p(1 —p) and 1 — 2p of the data is used to
extract the secret key, where 2p? of the data is used for tomographic reconstruction of
the channel.

In what follows we will consider that Alice and Bob use the optimal single mea-
surement in order to extract a secret key and the rest of measurements are just used
to estimate the channel, it is then enough to analyze the tripartite state corresponding
to a single measurement,

paBE = Y _ P(a")]a")(a"]a ® pig. (7.11)

amn

1Fortunately, usually a fully tomographic reconstruction is not needed, as selecting a proper set of
measuring bases, as in BB84, is enough to have an upperbound of Eve information.
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From p,Bg one can calculate the secret key rate K, which must be corrected by a
prefactor s = 1 —2p (K’ = sK) taking into account the sifting procedure. The price to
pay when we want to increase the prefactor s is that we have to wait for longer times
in order to collect enough statistics to estimate the channel.

One can also avoid losing data (s = 1) if Bob has access to a quantum memory.
Bob just needs to store the quantum signal sent by Alice in a quantum memory until
she reveals the selected ensemble &, after which Bob applies the correct measurement.
Unfortunately, even if quantum memories have been implemented experimentally in
the lab, they are extremely hard to implement, making this alternative unrealistic for
a commercial implementation.

7.4 Security Against Eavesdropping

In quantum key distribution, in order to have unconditional security we evaluate the
secret key rate by upper bounding the information that the adversary (Eve) can acquire
in the worst case scenario. This is typically done under the following assumptions:

1. Eve has no limit in terms of computational power.

2. Eve has full control over the quantum channel, and is only limited in her action
on this channel by the laws of quantum physics.

3. Eve can freely monitor the classical public channel used for key distillation, but
she cannot modify the messages (authenticated channel) 2.

4. Eve has no access to the laboratories (apparatuses) of Alice and Bob.

In order to be unconditionally secure, a QKD protocol must be secure against an
attack where Eve is allowed to prepare any global ancillary system and make interact
it collectively with all the pulses sent by Alice, as shown in Fig. 7.7. After the
communication of n pulses Alice-Bob-Eve tripartite state reads,

paBE = Y _ P(a")]a")(a"]a ® pisg. (7.12)

amn

where paBE is not necessarily an i.i.d. state P?}?  as the different pulses sent by Alice

can be entangled by Eve’s interaction.

After having monitored the public communication between Alice and Bob during
the classical post-processing, Eve applies the optimal joint measurement over all her
ancilla, as shown in Fig. 7.7. The security with respect to this attack, called coherent
attack, is very complex to address. Fortunately, it was proven for discrete-variable
QKD in [155] that under the assumption of the symmetry of the privacy amplification
and channel estimation protocols, coherent attacks are not more efficient than collective
attacks.

Coherent Attacks are not More Efficient than Collective Attacks In [155] it
is shown that assuming the channel estimation and the privacy amplification algorithms
being built in a symmetric way, which is generally the case, one can show that collective
attacks are as efficient as coherent attacks. This extremely important result shows that
under some trivial constraint on the post-processing protocol one can restrict the proof
of unconditional security to the class of collective attacks. Interestingly, in collective

2In order to authenticate the channel Alice and Bob need to spend a fixed amount of secret key
per round of the QKD protocol, which is obtained by extracting part of the generated secret key.
Obviously Alice and Bob need a preexisting key provided by the QKD company (which they have to
trust) for their first protocol round.
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Light Pulse Eve Collective Measuremeht
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Figure 7.7: Eve prepares her ancilla in a global state by applying a joint unitary op-
eration Up to the ensemble of all ancilla. After the interaction of the ancilla with
the pulses sent by Alice, the ancilla are stored in a quantum memory. Once the clas-
sical post-processing is finished Eve applies the optimal global measurement over the
ensemble of ancilla, by implementing a joint unitary Uy plus individual measurements.

attacks the tripartite state can be considered being i.i.d. (pZ5 ), which simplifies very
much the calculations, as we can use entropic quantities.

Consider the bipartite pX} g shared between Alice and Bob after Alice sending N
pulses to Bob. In [155, 157] the authors show that assuming that pXB is symmetric,
after tracing a small fraction of the modes (r < N) the state pX];T can be approximated
by a mixture of i.i.d. states,

Pas’ ~ / dooly " (7.13)

with exponentially high precision (on 7). Parameter estimation will tell Alice and Bob
which of the different o4p they actually share. One can even relax the symmetric
constraint on pX g if the privacy amplification is built in a symmetric way [156].

Unfortunately the result of [155] only works for discrete variables. This results can
not be trivially extended to continuous variable systems, due to some technicalities of
taking the limit d — oo in the proof. But this problem also arises when we try to
trivially generalize some other information theory proofs to continuous variables, such
as the continuity of the von Neumann entropy, where the problem is solved by adding a
bound on the energy of the system. This leads us to conjecture the equivalence between
coherent and collective attacks for continuous variables in [84].

Collective Attacks

In a collective attack (see Fig. 7.8) Eve prepares her ancillary system in a product
state and each ancilla interacts individually with a single pulse sent by Alice, being
later stored in a quantum memory. The tripartite state then reads,

pane = [ Y Pla)laylals ® v (7.14)

After listening to the public communication between Alice and Bob during the classi-
cal post-processing, Eve applies the optimal collective measurement on the ensemble
of stored ancilla. Alice-Bob-Eve tripartite state being i.i.d., the security analysis of
collective attacks is much more tractable as we can use entropic quantities.
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Figure 7.8: Eve ancilla are prepared in a product state. After interaction of each
ancilla with a single pulse sent by Alice, the ancilla are stored in a quantum memory.
Once the classical post-processing is finished, she applies a global measurement over
the ensemble of ancilla, applying a joint unitary Upy; plus individual measurement.

Individual Attacks

If Eve has no access to collective measurements, the optimal attack she can perform
is the so called individual attack, see Fig. 7.9. In an individual attack Eve interacts

Eve Individual Measurement

CLLEE

Bob

Eve Ancillae

Figure 7.9: Eve ancilla are prepared in a product state. After interaction of each ancilla
with a single pulse sent by Alice, the ancilla are stored in a quantum memory. After
the sifting step of the post-processing Eve applies individual measurement over her
ancilla.

individually with each pulse sent by Alice and stores each ancilla in a different quantum
memory. Contrary to preceding attacks Eve now performs an individual measurement
on each ancilla, just after the sifting procedure but before the classical post-processing.
The tripartite state then reads,

Xn
Pabe = |: Z P(x7yaz)|xay72><‘ray72| I (715)

x,Y,z

where z are Eve POVM measurement results. During the post-processing Eve is limited
to operations on her classical data.

For a given protocol, the upperbound on Eve information is calculated by running
an optimization among all the possible POVM measurements that Eve can apply. For
some protocols implemented over highly symmetric channels, as BB84 over a depolar-
izing channel, Eve individual attacks are as efficient as collective attacks. But this is
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not generally the case, for example for Gaussian protocols over Gaussian channels the
individual attacks perform worse than collective attacks as we will see in Chapters 8
and 9 of this dissertation.

7.5 One-Way QKD Protocols

In this section we are going to present the generalization of the classical protocols
presented in Section 7.2. This family of protocols are called ” One-way protocols” as
the error correction communication through the public authenticated channel is done
in one single direction. We will use an entanglement-based description of the protocols,
similarly as in Chapter 7, in order to simplify the analysis and to stress the similarities
between entanglement distribution and quantum key distribution. One can see that
an e-bit (denoted [gq]) is an stronger resource than a secret bit (denoted [ss])

lqq] > [ss], (7.16)

as a secret bit ([ss]) can be extracted from an e-bit ([gq]) if Alice and Bob measure
their respective system over the Schmidt basis (see Appendix A), where no e-bit can
be obtained from secret bits. In what follows we will restrict our study to collective
attacks by Eve as it is highly probable that they are sufficient to prove unconditional
security.

Secret Key from Entanglement Distillation

Consider the situation presented in Fig. 7.10 where Alice generates n entangled states
|¥)ap, and sends all systems By through a noisy quantum channel A. After the

nR ebits
Alice Eve Bob
A 1 W B 1
heo |1 )
) Az W] x ) B
ABg
A |: -
A B
e /Y o o S —
[ — Quantum Channel — — ]
CL — —

E Classical Channel E

Figure 7.10: Alice distributes n entangled states |¥)ap, through a noisy quantum
channel N. After the distribution Alice and Bob share n copies of a bipartite noisy
entangled state pap, which they subsequently transform into nR e-bits, by applying
local operations and classical communication (LOCC).

distribution Alice and Bob share n copies of a bipartite noisy entangled state pap,
which they subsequently transform into nR e-bits, by applying local operations and
classical communication (LOCC).

In the preceding chapter we presented the ”state merging protocol” which allows
to distill entanglement using local operation and one-way classical communication (1-
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LOCC) [108, 109], achieving a rate
Ron = I(A)B) = —S(A|B) = S(B) — S(A, B), (7.17)

where the "DR” means ”Direct Reconciliation”, as classical communication is done
in the same direction as the quantum communication. Alternatively to this protocol,
there is another protocol based on classical communication going from Bob to Alice
that achieves a rate

Rrr = I(B)A) = —S(B|A) = S(A) — S(A, B), (7.18)

where the "RR” means ”Reverse Reconciliation”, as classical communication is done
in the opposite direction as the quantum communication. Once Alice and Bob have
extracted nR e-bits they could use them to extract nR secret bit by measuring each
pair of ebits on the same basis. We have then a way of obtaining a secret key rate of
I(A)B) or I(B)A) bits depending on the direction of the error correction.

In many discrete variable channels such as the depolarizing channel both rates (DR
and RR) are equal, which is not generally the case. For example, Gaussian protocols
over Gaussian channels give different rates in direct and reverse reconciliation.

QKD with Collective Measurement

If we replace the collective operation on Alice side by individual POVM measurements
at each mode A;, as shown in Fig. 7.11, we obtain the usual entanglement-based
description of Alice source in an usual prepare-and-measure QKD scheme. The differ-
ence with the usual QKD scheme is that Bob instead of measuring independently each
pulse, he applies a collective measurement over his n modes B = By, B, ..., B, in order
to reach the Holevo bound S(a:B). One can generalize the classical key distribution

Alice Eve Bob
a A — B. b
. Waso | { A — oy
A, B,
e L L b,
As By | U
A, B
EvE—— 4 b
& ¢ Wag, ‘ ( N T —pohy
QM — —]

Figure 7.11: If Alice applies individual measurements over each entangled pair, the
scheme becomes an entanglement-based description of Alice preparation of a QKD
protocol. Bob applies joint measurements over all his modes in order to reach the
Holevo bound.

presented in Section 7.2 using the results of Chapter 7.

Error Correction Similarly as in Section 7.2 Alice can use nS(a|B) bits of private
communication (nS(a|B)[s — s]) to communicate Bob on which HSW code [104, 171]
C; lies a™, which tells Bob which POVM measurement M; he has to apply in order to
optimally estimate a™.
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Privacy Amplification Using nS(a:E) secret bits (nS(a:E)[ss]) Alice and Bob can
decorrelate their perfectly correlated data from Eve quantum system, in a very similar
way as in the classical case (see [93] for more details), obtaining nS(a) secret bits

(nS(a)[ss]).
Secret Key Rate One then obtains the following resource inequality,
S(a:E)[ss] + S(a|B)[s — s] + {qq} > S(a)[ss]. (7.19)

As in the classical case one can get rid of the prior secret bits and private communica-
tion, by dividing each HSW code C; into 2% privacy amplification codes Cj,, with

K = S(a:B) — S(a:E), (7.20)
obtaining the following resource inequality,

S(a|B)[c — ] + {qq} > K|ss]. (7.21)

Need of Quantum Memories The main difference with classical key distribution
is that in order to reach the Holevo bound Bob has to store his quantum state pg until
Alice communicates which POVM M; (which code C;) Bob has to use. In full generality,
in order to implement collective measurements we need quantum memories, which are
very challenging to implement experimentally for one single pulse and impossible for
huge amount of data as used in an usual QKD protocol.

Interestingly, for some important channels where all the p% (p%) can be diagonalized
on the same basis [148] the use of quantum memories and collective measurements
are not necessary to achieve the Holevo bound as direct individual measurements are
enough. Unfortunately this is not the case for continuous-variable Gaussian channels
when using homodyne measurements, as even squeezed states and coherent states are
non-orthogonal states.

Projective Measurement It is easy to show that in the case of projective measure-
ments on Alice side the previous Direct Reconciliation protocol gives the same rate as
the one obtained via entanglement distillation I(A)B). We can rewrite equation (7.20)
as

K= [S(B) — S(B|a)] - [S(E) — S(E|a)]. (7.22)

Because Alice-Bob-Eve state is pure we have S(E) = S(AB) and after Alice projective
measurement Bob-Eve state U4 remains pure implying that S(B|a) = S(E|a), which
gives,

K =S(B)— S(AB) = I(A)B). (7.23)

That is not longer the case when we consider general POVM measurements on Alice
side, as for example when Alice applies a noisy measurement.

QKD with Collective Source

The preceding entanglement-based scheme has a symmetric protocol where Bob applies
individual measurements and Alice applies a collective measurement. In full generality,
Alice source generates entangled states among the different pulses, due to the collective
measurement. But after averaging among all the possible outgoing states we obtain an
ii.d. state pp, ® pp, ® ... ® pB,, as result from tracing modes A; from an i.i.d. state
|\I/>§7E§0. By similar techniques as used previously we can show that there is a one-way
protocol that achieves a secret key rate,

K = S(A:b) — S(b:E), (7.24)
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Figure 7.12: An entanglement-based scheme where Alice applies a collective mea-
surement over modes B is equivalent to a prepare-and-measure source sending en-
tangled pulses. Even so, averaging over all the codewords we obtain an i.i.d. state
PBy ® PBy @ ... ® PBy-

where the public communication goes now from Bob to Alice (H(b|A) bits). Similarly
as in its symmetric counterpart, if Bob applies a projective measurement the secret
key is the same as the coherent information K = S(A:b) — S(b:E) = I(B)A).

Realistic QKD

If we now impose a fixed individual POVM measurement on both sides, as shown in Fig
7.13, we obtain the entanglement-based description of an usual QKD protocol, similar
to those implemented experimentally.

Alice Eve Bob
a A1 Q) B, b
”'[jua T e B = ubﬁ]'\ﬁ L
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Figure 7.13: Alice and Bob apply individual measurements over all their entangled

pairs, which is exactly the previously presented entanglement-based description of
QKD.

Similarly as in classical key distribution there is a Direct Reconciliation protocol
that achieves a secret key rate,

KDR = S(ab) — S(GZE)7 (725)

where the public communication goes from Alice to Bob (S(a|b) bits). There is also a
Reverse Reconciliation protocol that achieves a secret key rate,

KRR = S(ab) — S(bE), (726)
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where the public communication goes now from Bob to Alice (S(a|b) or S(bla)). Notice
that in this case the quantum mutual information S(a:b) simply reduces to the Shan-
non mutual information I'(a:b) and the quantum conditional entropies S(bla) (S(alb))
reduces to the Shannon conditional entropies H(b|a) (H (alb)). The advantage of this
protocol is that no quantum memory is needed and that all the post-processing is done
on the classical data resulting from the measurements outputs.

QKD with Eve Individual Attacks

Historically there has been an interest on individual attacks by Eve, even if it is known
that in most of the cases they do not guarantee unconditional security. In individual
attacks Eve is limited to individual measurements over her ancilla and classical post-
processing of her measurement output data, as shown in Fig. 7.14. In the case of
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Figure 7.14: In an individual attack Eve has no longer access to a collective measure-
ment over all her ancilla.

direct reconciliation protocols Eve information on Alice data is upperbounded by the
accessible information,

Iacc(pAE;MA):rIA}[aXI(pAE;MA,ME). (7.27)
E
and the secret key rate reads,

Kpr = I(pap; Ma, MB) — lLucc(par; Ma). (7.28)
In reverse reconciliation protocol the secret key rate reads,

K =1(pap;Ma, Mp) — Iocc(pBE; MB). (7.29)

7.6 Continuous-Variable Quantum Key Distribution

Since the demonstration of continuous-variable quantum teleportation in 1998 [83],
there has been a growing interest into the field of continuous variable quantum infor-
mation, continuous-variable quantum key distribution (CV-QKD) being probably its
most fruitful application. Continuous-variable QKD has mainly three practical advan-
tages over qubit implementations such as BB84:

1. In continuous variable quantum processing the repetition rate of the homodyne
detection (=~ 1GHz) is much higher than that of the avalanche photodiodes with
single photon sensitivity (/= 100kHz) used in qubit-based QKD.
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2. Homodyne detection is far more efficient than single photodetectors, achieving
detection efficiencies higher than 90% where single photon detectors currently
reach 30%.

3. The class of states generally used in continuous variable QKD, the so called
Gaussian states, is easier to generate, being the usual states generated on a
quantum optics laboratory.

In the following we are going to present the class of one-way Gaussian protocols, where
the states sent by Alice are Gaussian mixtures of Gaussian states, Bob applies Gaussian
measurements and the error correction communication travels in a single direction.

Squeezed States Protocol

The first idea that one can consider when trying to find a protocol for continuous
variables is to generalize the most well know discrete QKD protocol, BB84, described in
Section 7.3. Alice sending randomly chosen states of the computational basis {|0), |1)}
or the conjugate basis {|+), |—)} translates in continuous variables into Alice generating
eigenstates of the xz quadrature {|z)} or the p quadrature {|p)}. Bob measurement
becoming a balanced homodyne measurement of z or p. Unfortunately the states {|z)}
and {|p)} are infinitely squeezed states which cannot be generated experimentally, as
they require sources of infinite energy. Fortunately one can overcome this problem by
building a protocol based on finitely squeezed states.

Realistic Squeezed States Protocol The protocols proposed in [44] is based on
Alice preparing x-squeezed states displaces along x or p-squeezed states displaces along
p, both giving a thermal state of variance V' as average output state, as shown in Fig.
7.15. If Alice starts from an z-squeezed vacuum state with covariance matrix,

a) b)

— [ —
e —

B S EEE—
Modulation

Figure 7.15: a) Alice generates x-squeezed vacuum states (squeezing 1/V') and displaces
them according to a Gaussian distribution (variance V4 =V — 1/V'). The mixture is
equivalent to a thermal state of variance V.

B e—2r 0
Yo = 0 eQr ’

where r > 1 is the squeezing parameter. Then she encodes a random Gaussian-
distributed variable a (centered on zero and with variance V) into the a-displacement
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applied to the squeezed vacuum state (d : (0;0) — (a,0)), as shown in Fig. 7.15 a).
Averaging over all possible realizations we get the mixed Gaussian state with null mean

value and covariance matrix
e +Vy 0
V= 0 e2r .

We observe that by imposing e 2" + V4 = e?” we obtain a thermal state of variance
V = e?". This thermal state is indistinguishable from a thermal state realized by
a mixture of p-squeezed states (squeezing parameter r) with Gaussian-distributed p-
displacement (variance V)

e 0 (V0
V= 0 672T+VA - 0 1% )

as shown in Fig. 7.15 b). As in BB84 we have encoded information in two conjugate
quadratures with both output mixed states being the same thermal state of variance
V', being then indistinguishable.

The Protocol The quantum communication part of the protocol consists in repeat-
ing the following steps for each pulse sent by Alice:

1. Alice generates a random real number (a) from a Gaussian distribution of variance
Va (Va = €2") and a random bit (b) from a equiprobable binary distribution. At
the same time Bob generates a random bit (b').

2. Depending on the value of the random bit (b) Alice sends a z-squeezed state with
first moment d = (a,0) or a p-squeezed state with first moment d = (0, a), where
the squeezing r satisfies V4 = 2sinh 2r.

3. Bob, depending on his random bit (b'), measures either = or p.

After Bob has measured all the pulses, the two partners proceed with the post-processing,
which starts by applying sifting:

1. Alice discloses for each pulse the value of b (whether she displaced x or p).

2. Bob keeps only the cases where he measured the right quadrature (b =¥’).

Finally Alice and Bob apply a reconciliation protocols, such as those described in [190],
being a combination of error correction and discretization. The reconciliation protocols
is followed by a privacy amplification protocol that extracts the secret key using a given
hashing function, see [190] for more details on the post-processing.

Protocol Implementation

As shown in Fig. 7.16 the source (Alice) is based on a master laser beam which is
used to generate the local oscillator (phase reference) and to pump second harmonic
in a nonlinear crystal (SHG). After spectral filtering (F;) the second harmonic beam
pumps an optical parametric amplifier (OPA) which generates a squeezed vacuum state.
After filtering the second harmonic (Fg) the squeezed vacuum state is displaced by an
amount a by mixing it in a high transmittance beamsplitter (BSgyr) with an attenuated
coherent state coming from the local oscillator (LO). The attenuation (A) is variable
and is a function of a distributed among a Gaussian G(a). After the displacement
Alice applies a random 7/2 phase to the local oscillator depending on the value of
the bit b (displacement on = or p). Then the quantum signal and the local oscillator
travel through the same fiber to Bob multiplexed (M) in time. At Bob station the
two signals are demultiplexed (M'), after what Bob applies a random 7/2 phase to the
local oscillator depending on the value of the bit »’. Finally Bob applies an homodyne
measurement that will measure x or p depending on the value of b'.
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Figure 7.16: Scheme of the optical implementation of the squeezed states protocol.

Coherent States Protocol

A very important step in continuous-variable QKD was the development of a protocol
based on Gaussian modulation of coherent states [96], as generating coherent states is
far more simpler than squeezed states. The idea is that a thermal state of variance V'
can also be obtained by a bi-variate Gaussian mixture of coherent states. Alice encodes

Figure 7.17: a) Alice generates coherent states with random mean value (a,, a,) accord-
ing to a Gaussian distribution (variance V4). The mixture is equivalent to a thermal
state if V =V, — 1.

a random bi-variate Gaussian-distributed variable (ay,a,) (centered on zero and with
variance V) into the (x, p)-displacement applied to the vacuum:

(10N _ [ Vat1l 0
=10 1 = 0  Vad+1l )

By imposing V4 = V — 1 we obtain after averaging over the outgoing pulses a thermal
state of variance V', as shown in Fig. 7.17.

The Protocol The quantum communication consists in repeating the following steps
for all the pulses sent from Alice to Bob:

1. Alice generates two random real number (ay, ap) from two independent Gaussian
distributions of variance V4 (V4 = V — 1) and Bob generates a random bit b.

2. Alice sends a coherent state centered in d = (ay,a,) to Bob.
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3. Bob, depending on his random bit (b), measure either x or p.

After Bob has received all the pulses, the two partners proceed with the post-processing,
which starts by applying sifting:

1. Bob discloses for each pulse the value of b (whether he measured x or p).
2. Alice keeps a, or a, depending on the value of b.

After the sifting follows reconciliation and privacy amplification algorithms in order
to extract a secret key.

Protocol Implementation

n Alice
LASER
n Channel
Sl
N 7

LO

Figure 7.18: Scheme of the optical implementation of the coherent states protocol.

As shown in Fig. 7.18 the source (Alice) is based on a master laser beam that is
divided at BS; in a classical local oscillator and a low intensity signal that is later
attenuated in order to obtain a quantum coherent state with a small number of pho-
tons (= 10 — 100). The quantum coherent state is then modulated in phase (¢) and
amplitude (A) in order to get a coherent state centered in (ay,a,). Then the quan-
tum signal and the local oscillator travel through the same fiber to Bob multiplexed
(M) in time. At Bob station the two signal are first demultiplexed (M) and subse-
quently measured using homodyning, where Bob applies a random 7 /2 phase to the
local oscillator depending on the quadrature he wants to measure (b).

No Basis Switching Protocol

In the previous protocol Alice generates two random real numbers but uses only one to
generate the secret key. Interestingly, one can modify the coherent states protocols [96]
in order to use both values, as shown in [194]. The idea is to replace Bob homodyne
measurement by an heterodyne detection, where the incoming beam is divided in two
using a balanced beamsplitter and we measure x on one and p on the other using
homodyne detection, as shown in Fig. 7.19.

The Protocol The quantum communication step of the protocol consists in repeat-
ing the following steps for all the pulses sent from Alice to Bob, as shown in Fig.
7.19.

1. Alice generates two random real numbers (a,, a,,) from two independent Gaussian
distribution of variance V4 (V4 =V —1).

2. Alice sends a coherent state centered in d = (ay, a,) to Bob.

3. Bob applies an heterodyne measurement which extracts information on x and p.
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After the quantum communication step Alice and Bob directly proceed with reconcil-
iation and privacy amplification, as no sifting is needed during the post-processing.

Protocol Implementation

LASER n Alice
BS, n Channel

N
3
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Figure 7.19: Scheme of the optical implementation of the no basis switching protocol.

As shown in Fig. 7.19 the only difference with the implementation of the coherent
states protocol (Fig. 7.18) [96] is Bob measurement, where he splits the quantum
signal (and the local oscillator) on two beams using a balanced beamsplitter (BSg)
and applies an homodyne measurement on each beam, as shown in Fig. 7.19. In order
to measure the quadrature p Bob dephases the second local oscillator by 0y = 7/2.

7.7 CV-QKD Entanglement-Based Scheme

Even if most of the experimental implementations use prepare-and-measure schemes,
the theoretical analysis is usually done using an entanglement-based scheme, as it
simplifies the calculations. The previously presented protocols are continuous variable
prepare-and-measure schemes, defined by a classical-quantum source

pas, = [ dap(@)la)a] © 1) (bl (7.30)

where Alice prepares according to some random number (a) a given quantum state
[a){¥a|B, and sends it to Bob. As pointed in Chapter 7, each prepare-and-measure
protocol is strictly equivalent to a continuous-variable entanglement-based scheme,
where Alice generates an entangled state |U)ap,, sends mode By to Bob and mea-
sures mode A on the appropriate basis in order to project By on the proper ensemble

|wa><¢a|30'

Alice State Preparation

All the Gaussian CV-QKD protocols presented in the preceding section had a thermal
state as average state pp,. A two-mode squeezed vacuum state (or EPR state) with
null mean value d = (0,0) and covariance matrix

S YA OaAB, ) _ VI VV2—1lo, (7.31)
0 0 AB, YBo vV V2 — IO'Z VI '

where o, reads

o, = ( - ) , (7.32)
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being a purification of a thermal state, as explained in Chapter 2, we can construct
the entanglement-based description of the family of protocols by starting from a EPR
state and applying a Gaussian measurement on mode A.

Squeezed States Protocol Alice applying an homodyne measurement on mode
A of an EPR state, as shown in Fig. 7.20, is equivalent to the prepare-and-measure
scheme of the squeezed states protocol [34]. To prove it we use the partial measurement

Alice

Figure 7.20: Alice applying an homodyne detection over mode A projects mode By into
x(p)-squeezed states displaced along z(p) according to a Gaussian distribution as in the
prepare-and-measure scheme. Multiplies Alice’s result z, by a factor « = /1 —1/V?2
we obtain a one-to-one correspondence between the prepare-and-measure scheme and
the entanglement-based scheme.

equations (2.57) and (2.58) of Section 2.3. In the case of an homodyne measurement the
mean (dpg,) and covariance matrix (vyp,) of mode By conditioned on Alice measurement
result (z,) reads,

. MP /v 0
,YB?):,YBO_O—gBO(X")/AX) OAB, = ( /0 174 >7 (733)
and MP
A = ohp, (X7aX) " da =dp, = /1 —1/V?(,,0), (7.34)

where d 4 is Alice measurement result, X = diag(1,0,1,0) and M P denotes the pseu-
doinverse. This is exactly a xz-squeezed vacuum state displace over the = quadrature,
in order to generate p-squeezed states Alice has just to measures the p quadrature of
mode A, instead of x.

Notice that there is a one-to-one correspondence between Alice measurement result
(x4) and the mean value of mode By (dp,) up to a constant a« = /1 —1/V2 (a = 1
when V' > 1). The variance of dp, reads,

(A%dp,) = afzl) =V — 1)V, (7.35)

as (z2) = V. Notice that (A?dp,) is equal to Vy, the variance of Alice modulation

(see Section 7.6). By adding a classical multiplication stage a = ax, after Alice mea-
surement we observe a one-to-one correspondence between the prepare-and-measure
scheme and the entanglement-based scheme.

General Preparation

Following [95], a more general measurement consists in Alice applying a generalized
heterodyne detection, where we use an unbalanced beamsplitter of transmittance T4,
as shown in Fig. 7.21. Before the beamsplitter of transmittance T4 the tripartite state

AC By reads,
VI 0 VVZ-lo,
YACBy = 0 I 0 5 (736)
VVZ—1lo, 0 VI
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Figure 7.21: Alice applying a generalized heterodyne detection (T4) over mode A
projects mode By on general squeezed states displaced among a bi-variate Gaussian
distribution. By adding a classical multiplication stage a = (x4, pq), after Alice mea-
surement we observe a one-to-one correspondence between the prepare-and-measure
scheme and the entanglement-based scheme.

where C' is the second input of the beamsplitter which is initially in the vacuum. The
beamsplitter transforms the tripartite state as

Yacn, = [ng ® HBU}T”YACBO [ng ® I, | (7.37)

where SB5 is the symplectic transformation of the beamsplitter (T4),

SES = ( _\/\{%H v b-}jf“ﬂ ) (7.38)

Alice measurement on modes A (z,) and C (p,) projects mode By (using equation
(7.33) ) into a Gaussian state of covariance matrix,

#J/Jrl 0
Ta,Pa +u
=) eyt ] (7.39)
(2)
where LT
— 14
= 7.40
n=—g (7.40)
and mean value (using equation (7.34)),
Ta(VZ2 -1 1-Ta)(VZ2-1
d(Bwa;Pa) — ( A( ) Ta, \/( A)( ) a); (741)
0 TAV + (1 —TA) (1 —TA)V+TA

which is a squeezed state displaced along a bi-variate Gaussian distribution. For Ty =1
we recover the entangled-based description of the squeezed states protocol.

Coherent states protocol If we fix T4 = 1/2 the covariance matrix and mean of
the projected state of mode By read,

(mavpa) _ 1 O (mavpa) _ V —1
,YBO = ( 0 1 ) and dBo = 2 Vv + 1 (xunpa) ) (742)
which is a coherent state centered at dgoa’p ) We observe that the variance of dgo‘“p “),

using (z2) = (V +1)/2 reads,
(A%dp,) =V —1=Vy, (7.43)
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being exactly the variance of the bi-variate Gaussian modulation of protocol [96].
Similarly as for the squeezed states protocol, adding a classical multiplication stage
a = a(xq,pa) , as shown in Fig. 7.21, after Alice measurement we observe a one-to-
one correspondence between the ” prepare-and-measure” scheme and the entanglement-
based scheme.

Entanglement-Based Scheme of CV-QKD

One can unify the description of all the previously proposed protocols into a single
entanglement-based scheme, as shown in Fig. 7.22, which simplifies the theoretical
calculations. Depending on Alice measurement the prepared states are:

e Squeezed states, if Alice applies a homodyne measurement (T4 = 1)

e Coherent states, if Alice applies a heterodyne measurement (T4 = 1/2)

T ‘ Channel

Figure 7.22: Entanglement-based scheme that generalizes all the previously presented
protocols. Depending on T4 = {1,1/2} Alice generates squeezed state or coherent
states and depending on T = {1,1/2} Bob applies homodyne or heterodyne detection.

Bob has the choice between applying two different measurements:
e Homodyne measurement on mode B (T4 = 1)
e Heterodyne measurement on mode B (T4 = 1/2)

We observe that there are four different optical implementations depending on the
values of Ty, T = {1,1/2}, which combined to two different classical post-processing
(Direct and Reverse Reconciliation) generate eight possible protocols. Remark that
there is one combination that has not been proposed yet in the literature, the imple-
mentation where Alice sends squeezed states (T4 = 1) and Bob applies heterodyne
detection (Tp = 1/2). The probable reason for the lack of interest on this protocol
is that it is a noisy version of the protocol based on squeezed states (T4 = 1) and
homodyne detection (T = 1). Surprisingly, this protocol can be very interesting in
some situations as we show in Chapter 9.

Gaussian Channel

In Chapters 8 and 9 we will show that the optimal Individual and Collective attacks
are always a Gaussian CP map. It is then enough to consider the bipartite state pap
shared by Alice and Bob in the entanglement-based description as being Gaussian,
which simplifies very much the calculations.

In this dissertation the security analysis of the protocol would be done assuming
that Eve does a passive attack, where she replaces the real connection between Alice
and Bob by a unitary operation that mimics the channel between Alice and Bob when
we trace Eve’s modes. An optical fiber can be modeled by a thermal noise channel of
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transmittance T and noise referred to the input y. Then the covariance matrix of the
state pap reads,

- VI VT(V2 —1)o,

TAB = ( TVZ—1o. V(T +x)I > ' (7.44)

But in QKD we have to assume that Eve can apply any attack, an active Eve could
certainly decide to apply a different attack generating a different y4p than that of
equation (7.44). The calculation for general y4p in the case of collective attacks is
numerically as simple as those of the thermal noise channel, but has much more than
two free parameters (T' and x) making the comparison of the protocols more difficult.
For the shake of simplicity, in this dissertation we will give the results only for thermal
noise channels as it gives us an intuition on the efficiency of the protocols, but we stress
that its generalization to more general channels is easy.
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Chapter 8

CV-QKD: Individual Attacks

8.1 Introduction

In this chapter we are going to study the security of Gaussian Quantum Key Distribu-
tion protocols presented in the previous chapter against individual attacks, where Eve
information is quantified by the accessible information defined in Chapter 6. In a QKD
scheme we consider that Eve (E) holds the purification of Alice and Bob quantum sys-
tem pap. The pure tripartite state shared by Alice, Bob and Eve reads |¥) 4pg, which
is completely defined by the eigenvalues of psp. This implies that any function on the
system ABE, such as Eve’s accessible information on Alice measurement output a, is
in fact a function of pap. We will use the notation IZ,_(pap; Ma) for Eve’s accessible
information on Alice data (a resulting from the POVM My),

Lyze(pan; Ma) = max1(pag; Ma, M), (8.1)
E

to stress that it only depends on pap, where we use the upperscript E on I¥ to
differentiate it from Alice and Bob accessible information In..(pan; Ma).

Secret Key Rates

In the scenario of individual attack the achievable Direct Reconciliation (DR) secret
key rate reads,

KPP (pap) = I(pap; Ma, Mp) — Iizo(pap; Ma). (8.2)
The Reverse Reconciliation (RR) achievable secret key rate reads,

K™ (pap) = I(pap; Ma, M) — I .(paB; M) (8.3)

Entropy of a Measurement Result

In some situations we will use the notation

H(px; Mx), (8.4)

to express the entropy of the measurement result = after applying the POVM My to
the quantum state px.

159
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8.2 Optimality of Gaussian Individual Attacks

To prove the optimality of Gaussian individual attacks, we need first to remind a very
useful theorem, recently proven in [198]. Subsequently we will prove the optimality
of Gaussian attacks against Direct Reconciliation Gaussian protocols. Its extension
to Reverse Reconciliation being straightforward, one simply needs to interchange the
roles of Alice and Bob.

Optimality of Gaussian States

Let us first sketch the proof in [198] for bipartite states pap with null mean value. Let
f be a function satisfying the properties
1. continuity in trace norm: if ||pE:E)} — paglli— 0 when n — oo, then f(pi;%) —

f(pAB)v
2. invariance under local “Gaussification” unitaries (defined below):
fUE @ U 035 U ©Ua) = F(055).

3. strong sub-additivity: f(pa, yB: ~) < f(paiB)+ ...+ f(payBy) With equality
if pA, nBi.x = PAB @ ... ® PANBy-

Then, for every bipartite state pap with covariance matrix v4p5, we have that

Flpas) < f(pS5n), (8.5)

where p§ 5 is the Gaussian state with the same 4. The proof can be summarized by

2 1

f(Pfg) = _f(ﬁAL.ANBl,HN)

flpap) 2 N

1,%

N
2 Fam) L 1) (5.6)
k=1

N 2|

where the superscripts label the assumptions used in each step, while
PAy. NBi.n = Ug} ® Ug} p(%g Ua ® Ug. (87)

The x stands for the use of a central limit result for quantum states (see [198] for
details). The Gaussification unitary Ug is a local passive operation that applies the

Input

Oput

Figure 8.1: The Gaussification Ug can be realized with the following network of beam
splitters and phase shifters.
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same transformation to both quadratures independently:

X1 T
To ®m Z2
1 1
SRS A o9
TN out TN mn

where N = 2™. The Gaussification Ug can be realized with a network of beam split-
ters and phase shifters,as shown in Fig.. Importantly for what follows, the = and p
quadratures of all N modes are thus not mixed via Gaussification.

Optimality of Gaussian Individual Attacks

The core of our proof now consists in combining this extremality result with a general-
ized version of the entanglement-based version of CV-QKD, where Alice and Bob apply
a general Gaussian measurement which does not mix both quadrature, as shown in Fig.
8.2, supplemented with the physical model of measurement. In a real implementation

a Alice Eve Bob b

Figure 8.2: Entanglement-based scheme for CV-QKD. Alice’s preparation is modelled
by a measurement Uy on her half of an EPR pair. The channel is modelled by an
unitary interaction between mode B and Eve’s ancillae E. Finally, Bob’s measurement
is modelled by Ug. The only constraint on the measurement is that both unitary
interactions U4 and Up should not mix both quadratures.

of CV-QKD protocol Alice and Bob mutual information S(a:b) is fixed by the data
obtained by the two partners and the efficiency of the reconciliation. Then, in order
to prove the optimality of Gaussian attacks it is enough to prove that Eve information
IE (pap; M) is maximized when she applies a Gaussian map.

Proof

We are going to prove that I, fcc(p AB; M) satisfies the three conditions of the Gaussian
extremality theorem. For this, we need to define the extension of this function over
2N modes (A = Ay, Ag, ..., Ay, B = By, Bs, ..., By), namely

Lyee(pan; MZY) = max I(pam; MG"™, M), (8.9)

E

where Alice applies the same measurement M4 on each mode, and Eve applies the
optimal POVM Mg on pg which is the purification of pap. Note that Eq. (8.9)
restricts to Eq. (8.1) when N = 1.

Continuity If ||pf:])3 —paBl|1< €, using Ulhmann’s theorem and well-known relations
between the fidelity and trace distance (see Appendix I), we can find a purification

|\IJ>XL]2:’,E (|¥)aBE) Of pX% (paB) such that

1 Shg — Yangli< 2ve (8.10)
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We define the difference of accessible informations over pX% and pAB as,

AIE =TF

acc acc(pxll)?);MggN) _Igzc(pAB;MgaN)' (811)
This is equivalent by equation (8.9) to

AIE = Irl\l/[axl(pf;%; MEN, Mg) — maxI(pan; M5", Mg). (8.12)
E E

a

Eve’s optimal POVM over pf:])a (Mg’ t) is not necessarily optimal on pag, we obtain
then,

AL, < I(pihs MEN, M) — I(pams ME™, M) (8.13)
< [HELMEY) - H(pa; ME™)] (8.14)

+[H (o M) = H(pms M| (8.15)

—[H s MEN, M) = Hpams MGY, MZ") (8.16)

Then, considering that partial trace can only decrease the trace norm [136], Eq. (8.10)
combined with our physical model of measurement and the continuity of von Neumann
entropies together with (8.16) implies ATE < §. Using the same argument but with

the POVM optimal for papg we obtain —AIE < §, giving |AIE | < 6, implying the
continuity of IZ . O

Invariance under Local Gaussification Unitaries Applying the local Gaussifica-
tion operation Ug ® Ug on the product states [1))4 5 (as shown in Fig. 8.3 for N = 2),
we obtain the state |¢))ag. After the measurements on Alice’s and Bob’s sides, the

Al Bl
)

UG E, UG
AZ BZ
S
E.

Figure 8.3: Invariance under local “Gaussification” unitaries: Ug can be interchanged
with the measurement Uy, then Ug ! and Ug cancel each other.

state becomes fapbg. But because the Gaussian measurement (usually homodyne or
heterodyne) does not mix = and p quadratures, the measurement and the Gaussifica-
tion operation can be interchanged by applying Ug ® Ug on modes a and b we recover
the state pfb]}g, which coincides with the state obtained by directly measuring |¢)§g B
without Gaussification. Since the two states pap and p?bN are related by a local unitary
operation Ug ® Ué and since the von Neumann entropies appearing in IZ (pag; MEN)
are invariant under (any) local unitaries, we obtain the invariance of IZ _(pap; MEY)
under local Gaussification unitaries. [

Strong Subadditivity We will restrict the proof to two modes on each side, A; 2 and
B 2, as shown in Fig. 8.4, where E is the purification of A; 2B 2. The generalization
to N > 2 being straightforward.
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a1M<A_1 im b,
8, 1 q— W o,
A

2 2
|

Figure 8.4: Alice and Bob share a quantum state A; 2B 2 where Alice applies inde-
pendent measurements on each mode M4, ® My,, and so does Bob Mp, ® Mp,. Eve
holds the purification (E) of Ay 2Bj 2. Remark that the purification of A1 By (A2B2)
is AQBQE (AlBlE)

Before continuing, let’s before stress a property of Shannon mutual entropy

H(ajaz : e) = H(ajaz) — H(ajazle), (8.17)
which can be rewritten,
H(ajaz :e) = H(ayaz2) —[H(a1lage) + H(azlare) + H(az : azle)].
————
<H(a1)+H(a2) >H(ai|azbze)+H(az|ai1bie) >0
< H(a1)+ H(az) — H(a1|agbze) — H(az|aibie). (8.18)

as a consequence of subadditivity, strong subadditivity of entropy and using the fact
that conditioning can only decrease the conditional entropy. This bound can be rewrit-
ten as,

H(ajaz : e) < H(ay : agbee) + H(az : arbie), (8.19)

which using the notation used for the accessible information reads,

I(pa, asp; Ma, @ Ma,, Mg) < I(pa,p,;Ma,,Ma, ® Mp, ® Mg)
+I(pA2E2;MA27MA1 ® M31 & ME) (820)

Considering Eve’s optimal measurement over system E that reaches the accessible
information over (ai,as) resulting from Alice measurement (My, ® My,) on system
A1A2, and kIlOWiIlg that the puriﬁcation of A1B1 (AQBQ) is E1 = AQBQE (E2 =
A1 B E) we can rewrite (8.19) as

Iacc(pA1A2E; MA1 & MAz) < I(pA1E1;MA17MA2 ® MB2 ® Mgpt)
+1(payey; Ma,, Ma, @ Mp, @ MZ"). (8.21)

Considering that the POVM M4, ® Mp, @ M (Ma, ® Mg, @ M) is not necessar-
ily the measurement optimizing the classical correlation between a; (a2) and AsBoFE
(A1 B1 E) we obtain,

Toce(payase; Ma, @ Ma,) < Lnce(pa, ey Ma,) + Locc(pPas ey Ma,). (8.22)

which is exactly the strong subadditivity of Eve’s accessible information. [
Thus, using Eq. (8.5), we have proved that for all bipartite quantum states pap
with covariance matrix yap, one has IZ (pap; Ma) < IE (pSp; Ma). This means

that IE (pGz; M) is an upper bound on Eve accessible information on Alice data for
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any protocol (even non-Gaussian) and individual attack (including non-Gaussian). The
only requirement for this result to hold is that Alice and Bob measurements commute
with the Gaussification operation Ug and that Alice and Bob use the second-order
moments of the quadratures in order to calculate this bound. In particular, for the
Gaussian-modulation protocols of [34, 96, 94, 194] presented in the previous chapter,
Eve’s optimal attack is a Gaussian attack, in which case the bound is saturated. Note
that the proof concerns DR, but its extension to RR is straightforward: one simply
needs to interchange Alice and Bob roles.

8.3 Security Analysis using Uncertainty Relations

The calculation of the accessible information is not trivial. In order to calculate it
for the eight Gaussian protocols presented in the previous chapter we will proceed in
two steps; Firstly, we will use continuous variable entropic uncertainty relations to
upperbound Eve’s information; Secondly, we will try to find the implementation that
saturates the bound.

Since Gaussian attacks are optimal, we consider in what follows that Eve affects
a Gaussian channel. Consequently, the quantum state pap before Alice and Bob’s
measurements can be assumed to be a Gaussian two-mode state with a zero mean value
and a covariance matrix yv4p. Usual Gaussian channels, such as optical fibers, add a
symmetric and uncorrelated noise in both quadratures z and p (including, of course,
the loss-induced noise), so that we will only consider symmetric channels without z-p
correlations in what follows. Since the EPR state (two-mode squeezed state) is also
symmetric and exhibits no correlations between x and p, we can write the resulting
covariance matrix in a block-diagonal form as

_( Vas 0
YAB = ( 0 'YZB ) 5 (823)
with
z(p) Vv + T(V2 — 1)
= 8.24
a5 ( LYTVET)  T(V+) (8.24)

where the signs + and — correspond to 7% 5 and ~% 5, respectively. Here, V is the
variance of Alice’s output thermal state, while T and x = (1 — T)/T + € are the
transmittance and noise referred to the input of the Gaussian channel [the term (1 —
T)/T stands for the loss-induced vacuum noise, while € is the excess noise referred to
the input].

Entropic Uncertainty Relations

In order to address the security of the protocols, we may, without loss of generality,
assume that Eve holds the purification of the quantum state p4p. By measuring their
systems, Bob and Eve then project Alice’s share of the joint pure state |¥4pp) onto
another pure state'. Applying the Heisenberg uncertainty relation on the pure state
held by Alice (conditioning on Bob and Eve’s measurements), we have

where X4 and P4 are the canonically conjugate quadratures of Alice’s mode and
Vx|y is the conditional variance measuring the remaining uncertainty on X after the

1We may indeed always assume that Eve performs a measurement based on a rank-one Positive
Operator Valued Measure (POVM), so that the resulting state is pure. Otherwise, she would just
need to disregard a part of her measuring system.
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measurement of Y,

Vxy = (2%) —

(8.26)

expressed in shot-noise units. Equation (8.25) also has a symmetric counterpart that
reads,
VPA|EVXA|B > 1. (8.27)

Since we focus on a symmetric noise in « and p, Egs. (8.25) and (8.27) can be unified
into a single uncertainty relation

VaeVas 2 1, (8.28)

where A stands for any quadrature (X4 or P4) of Alice’s mode. This inequality will
be used to put a lower bound on the uncertainty of Eve’s estimate of the key in Direct
Reconciliation (DR). Similarly, in Reverse Reconciliation (RR), one can derive a dual
inequality

VB\EVB\A >1, (8.29)

where B stands for any quadrature of Bob’s mode. This will be used to put a lower
bound on the uncertainty of Eve’s estimate of the key in RR.

Now, we will derive lower bounds on the secret key rates using the above uncertainty
relations on the variances.

Squeezed States and Homodyne Detection

The protocol based on squeezed states and homodyne measurement [44] is equivalent to
an entanglement based scheme where Alice and Bob apply homodyne measurements
over modes A and B respectively, as shown in Fig. 8.5. Restricting to individual

A Channel
e | EPR
X
a
Alice

Figure 8.5: Entanglement based scheme of the protocol based on Alice sending squeezed
states and Bob applying homodyne detection. Alice generation of squeezed states is
replaced by an EPR state where Alice applies an homodyne detection on one half of
the EPR and the other half is sent to Bob.

attacks and one-way reconciliation, the DR and RR secret key rates read

Kpr = H(A|E)— H(A|B), (8.30)
Krn = H(B|E)— H(B|A), (8.31)

where E stands for Eve’s optimal measurement maximizing her information (which is
not necessarily the same in DR and RR). If we assume that the channel is Gaussian, we
can express the conditional entropies in Egs. (8.30) and (8.31) in terms of conditional
variances,

1
where the log is to the base 2 and entropy is expressed in bits. The above Heisenberg

inequalities on conditional variances directly translate into bounds on the secret key
rates.
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Direct Reconciliation

Using equations (8.26) and (8.23) one obtains,

Vaip = ; (8.33)

which together with equation (8.30) and the Heisenberg uncertainty relation (8.28)
gives

1 ValE 1 V+x
Kpr = -1 > 1 =1 , 8.34
PR ™35 o8 |}44|B =08 VA|B © Vx+1 ( )
as shown in [34].
Reverse Reconciliation
Using equations (8.26) and (8.23) one obtains,
Vi = T+ 1/V). (5.35)

which together with equation (8.31) and the Heisenberg uncertainty relation (8.29)

gives
>1 L L
= log
VB|a

T(x+1/V)

VBiE

VBla

1
KRR = 5 10g ) (836)

as shown in [95].

Implementation of the Optimal Attack

In order to saturate (8.34, 8.36) Eve can use the so called entangling cloner [95]. In an

X
Alice E Bob
e
Xa [ =em) XB° ! TEl Xg
/M1 EPR-V B r )
X X
A XE1 Eve 8
i)

Figure 8.6: Eve replaces the usual Gaussian channel of transmittance T and excess
noise referred to the input y by half of an EPR pair (N) that she mixes with Alice
signal into a beamsplitter of transmittance 7. The value of N is tuned in order to
inject the same noise as in the original channel x = (1 — T)N/T.

entangling cloner attack Eve replaces the Gaussian channel with transmittance 7" and
excess noise referred to the input x) by an EPR pair of variance N and a beamsplitter
of transittance 7. Half of the EPR is mixed with the state sent by Alice Zp, in the
beamsplitter. Alice and Bob having only access to half of the EPR, they see a thermal
noise of variance N, where N is tuned to match the noise of the real channel. The
other half of the EPR will be used by Eve to reduce her uncertainty on the noise added
by the channel. The channel being symmetric for x and p quadratures, we restrict our
study to the x quadrature. The quantum signal received by Bob reads,

&p = VTip, +V1—Tip, (8.37)
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where using (8.23) the variance reads,

(3%) = T[V + # } : (8.38)

as (#},) = V and (#p,zE,) = 0. In order to have the same variance (2%) as in the
real channel (8.23) Eve has to fix N in order to satisfy,

1—T
-~ N 8.39
X T (8.39)

Eve stores her two ancillary systems, E; and Fs, in two quantum memories. After
Alice and Bob reveal the selected basis during the sifting step, Eve measures the right
quadrature on systems E; and Fy. The measurement on Fs will allow her to decrease
the noise added by mode Fj.

Direct Reconciliation The quadrature of mode Fj, his variance and correlations
with A read,

ip, = VTi% —V1-Tig, (8.40)
(2%, TVg, + (1= T)V, (8.41)
({Tatp,)? = Q1=-T)(V?-1). (8.42)

N~
|

If Eve uses only her measurement on mode E; to estimate &4 her uncertainty, using
Eq. 8.26 reads,

V4 [ #E]
VA\El - %, (843)
V]FL]+1
where Vg, = N. But Eve’s measurement of 25, on the EPR allows her to reduce her
uncertainty on the other half of the EPR (Zg, ), obtaining

1

After replacing Vg, in Eq. (8.43) by Eq. (8.44), Eve uncertainty on &4 reads,

1-T)N
v _ V+{( T ] _ V+x
AlELE> = V{qu} 11 Vx+U

(8.45)
T

which is exactly the Vg saturating the bound (8.34), which shows that the entangling
cloner is an optimal attack against the protocol based on squeezed states and homodyne
detection and Direct Reconciliation.

Reverse Reconciliation The correlations between F; and B read,

(2p2g,)2 = VT(1-T) Vg, — V). (8.46)

If Eve only uses her measurement on mode E; to estimate Zp her uncertainty reads
(using Eq. 8.26),
1

VBB, = — )
Y TR /7]

(8.47)
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where Vg, = N. But Eve’s measurement of Zg, allows her to reduce her uncertainty
on the other half of the EPR (Vg, g, = 1/N), obtaining

1 1

which is exactly the Vp|g saturating the bound (8.36), which shows that the entan-
gling cloner is also an optimal attack against the Reverse Reconciliation version of the
protocol based on squeezed states and homodyne detection.

Coherent States and Homodyne Detection

The protocol based on coherent states and homodyne measurement [96] is equivalent
to an entanglement based scheme where Alice applies an heterodyne measurement over
mode A and Bob applies homodyne measurements over modes B, as shown in Fig. 8.7.

X(O); X Channel

Figure 8.7: Entanglement based scheme of the protocol based on Alice sending coherent
states and Bob applying homodyne detection. Alice generation of coherent states is
replaced by an EPR state where Alice applies an heterodyne detection on one half of
the EPR and the other half is sent to Bob.

Restricting to individual attacks and one-way reconciliation, the DR and RR secret
key rates read

Kpr = H(AM|E) - H(AM|B), (8.49)
Krr = H(B|E)— H(B|AM). (8.50)

Note that we use the variable AM here (not A), since in this protocol Alice does not
measure one single quadrature but a pair of conjugate quadratures [AM stands for
the measurement of one quadrature of mode A, given that the conjugate quadrature
is simultaneously measured]. The quadrature measured by the heterodyne detection
reads,

Ban = — (24 + 2], (8.51)

V2

where (9 is the  quadrature of the vacuum noise added during the heterodyne mea-
surement (see Fig. 8.7). One can show using equation (8.26) that the variances condi-
tioned on an arbitrary variable Y before and after the heterodyne detection are related

by,
1
VX uly = 5 [Vaary +1]; (8.52)

as any quadrature Y is independent from the vacuum noise added during the measure-
ment (0 ((X©OY) =0).
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Direct Reconciliation

Using equations (8.52) and (8.33) for symmetric channels one obtains,
1
Vasip = 5 [VA|B n 1] (8.53)

Eve modes and the vacuum noise at the measurement being not correlated, one can
then bound Eve uncertainty using equations (8.52) and (8.45),

1 1r 1
Vawip =5 [Vap +1) = 5| 1]. 8.54
aMie = 5| Vale +1| =2 2 Vas + ( )
Finally the secret key rate reads,
1 Varm g 1 1 V+x
Kpr = =1 > —1 = - 8.55
PR 2 & VAM|B -2 o8 VA\B 2 & Vx+1 ( )

Remark that the secret key rate obtained for Direct Reconciliation is just half of key
rate for the protocol using squeezed states and homodyne measurement (8.34). This
is not in contradiction with the claim in [96], as in this paper they decrease the key
rate by a factor 1/2 in order to consider the loss of half of the data during the sifting
procedure, due to Bob’s wrong basis choices. This loss can be avoided if one considers
an unbalanced choice of quadratures and waits for longer times as explained in Sec.
7.3. Then, one can asymptotically reach a sifting prefactor equal to one.

Reverse Reconciliation

In the case of Reverse Reconciliation the heterodyne measurement only affects Alice
and Bob mutual information as Eve information on Bob data is not affected by the
measurement at Alice’s side. Using equations (8.26) and (8.23) one can show that

Vpjan = (XB) — (XpXA")? /(X212 (8.56)

where using ((X41)?) = (V +1)/2 and (XpX}) = (XpX4)/V?2 finally gives,

Vgiam =T(x +1). (8.57)
The secret key rate then reads,
1 VBiE 1 1 1 1
Kgrr = =lo >-log|—————| ==lo ,
R O Y | =2 % | VaaVaam | 2 S| T2+ V) (x + 1)

(8.58)
as shown in [94].

Implementation of the Optimal Attack

It is trivial to see that in the case of Reverse Reconciliation the entangling cloner is
optimal against the protocol based on coherent states and homodyne detection, as Eve
information is not changed by Alice measurement. In the case of Direct Reconciliation
we see that the only way of minimizing Vyum g (8.54) is by minimizing Vy g (8.45)
which implies that the entangling cloner is also optimal in Direct Reconciliation.
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Channel ! x©

Figure 8.8: Entanglement based scheme of the protocol based on Alice sending squeezed
states and Bob applying heterodyne detection. Alice generation of squeezed states is
replaced by an EPR state where Alice applies an homodyne detection on one half of
the EPR and the other half is sent to Bob.

Squeezed States and Heterodyne Measurement

The protocol based on squeezed states and heterodyne detection is equivalent to an
entanglement based scheme where Alice applies an homodyne measurement over mode
A and Bob applies heterodyne measurements over mode B, as shown in Fig. 8.8.
Restricting to individual attacks and one-way reconciliation, the DR and RR secret
key rates read,

Kpr H(A|E) — H(A|BM), (8.59)
Krr = H(BM|E) - H(BM|A). (8.60)

Similarly as in subsection 8.3, one can show using equation (8.26) that the condi-
tional variance before and after the heterodyne detection are related by,

1
Viguly =5 Vxsy +1], (8.61)
for any quadrature Y which is independent of X(© ((X©Y) = 0).

Direct Reconciliation

The case of Direct Reconciliation is the symmetric counterpart of the Reverse Rec-
onciliation protocol based in coherent states and homodyne measurement (8.3), as
the heterodyne measurement at Bob side affects Alice and Bob mutual but not Eve’s
information on Alice data. Using equations (8.26) and (8.23) one can show that

TWVx+1)+V
\% = 7 8.62
AIBY = TPV ) + 1 (8.62)
The secret key rate then reads,
1 Vale 1 1 1 V+x)(TV+x)+1)
K = — 10 > — 10 — | = — 10 .
PR O Y | T2 VasVaae | 2 | (Vx+ DT (VX + 1)+ V)

(8.63)

Reverse Reconciliation

The case of Reverse Reconciliation is the symmetric counterpart of the Direct Rec-
onciliation protocol based in coherent states and homodyne measurement (8.3). By
analogy with equations (8.52) we can write,

1
VBM‘A e B {VB\A + 1} . (8.64)
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Eve modes and the vacuum noise at the measurement being not correlated, one can
then bound Eve uncertainty using equation (8.35),

1 1
1% :—{V 1} >_[ 1] 8.65
BMIE = 5 Bl T1| 2 3 Vo + (8.65)
Finally we obtain that the secret key rate reads,
1 VBM|E 1 1 1 1
Krr = =lo > 1o = _log | ——. 8.66
MR Vaa | T 2% | Vaa | 2 B T+ 1/V] (8.66)

Implementation of the Optimal Attack

The protocol being the symmetric counterpart of the protocol based on Coherent states
and homodyne detection, under the exchange of the measurements between Alice and
Bob, it is trivial to see that the entangling cloner is again optimal.

The Forgotten Protocol

The protocol based on squeezed states and heterodyne detection has never been studied
in the literature before. The most probable reason that explains why none has studied
it, is that it is just a noisy version of the protocol based on squeezed and homodyne
detection, giving lower secret key rates. Having the disadvantages of a difficult optical
implementation of squeezed states and retrieving no gain from applying an heterodyne
detection does not seem a very clever idea. Surprisingly when one considers security
against collective attacks this protocol becomes interesting, as we will show in the next
chapter.

Coherent States and Heterodyne Measurement

The protocol based on coherent states and heterodyne detection [194] is equivalent to
an entanglement based scheme where Alice applies an heterodyne measurement over
mode A and Bob applies heterodyne measurements over mode B, as shown in Fig. 8.9.

X9 x ‘ Channel

Figure 8.9: Entanglement based scheme of the protocol based on Alice sending coherent
states and Bob applying heterodyne detection. Alice generation of coherent is replaced
by an EPR state where Alice applies an heterodyne detection on one half of the EPR
and the other half is sent to Bob.

Restricting to individual attacks and one-way reconciliation, the DR and RR secret
key rates for each of the two quadratures read,

Kig'? = H(AM|E)— H(AM|BM), (8.67)
Kgg'? = H(BM|E) - H[BM|AM). (8.68)

The problem of estimating Bob’s uncertainty on Alice’s measurements AM (that is, X
or PAT knowing that the other one is also measured) can be reduced to estimating Bob’s
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uncertainty on each of the quadratures of mode A (X4, Pa) since Alice’s measurements
result from mixing mode A with vacuum on a balanced beam splitter, see Fig. 8.9.

Direct Reconciliation

Using equations (8.26) and (8.23) one can show that

1 1V +1)(T(x+1) + 1)
1% -5 1] =5 ] 8.69
AM|py = o | Vajp + 2 TV +x)+1 (8.69)
Eve uncertainty reads,
17 1 1r(V+1)(x+1)
v >_[_ }:_{—] 8.70
AMIE = 5 VA|B+ 2 Vy+1 (8.70)
The secret key rate then reads,
V, nrw 1
Kpr > log _AVIE = log X+ DIV +x) +1) . (8.71)
AM|BM Vx+D(T(x+1)+1)
Reverse Reconciliation
Using equations (8.26) and (8.23) one can show that
1 1
Vi an = 5 {VBM‘A + 1} o [T(x+ 1) + 1] (8.72)
Eve uncertainty reads,
171 L T(Vy+1)+V
Viwie > 5| | =5[] 8.73
BYIE =5 VB|A+ 20 T(Vx+1) (8.73)
The secret key rate then reads,
Veum|p TVx+1)+V
Kgrr > 1 — | = . 8.74
RR =08 lVBMAM TVx+ DT (x+1)+1) (8.74)

Implementation of the Optimal Attack

The entangling cloner, that is, the optimal attack against the homodyne-based pro-
tocols [95], is clearly not optimal here as it allows to extract information about one
single quadrature. We may think of adapting it by applying an heterodyne detection
on the mode that is entangled with the mode injected in the line (as well as on the
output mode of Eve’s beamsplitter simulating the losses). However, this is equivalent
to having a classical source of noise controlled by Eve, so that the optimal V,(py £ that
Eve can reach coincides with the beamsplitter attack, which does not saturate (8.71)
nor (8.74) as the excess noise € only affects Alice and Bob mutual information but does
not help Eve to reduce any uncertainty.

Since the time when the heterodyne-based protocol was introduced [194], no attack
has been found saturating bounds (8.71) and (8.74). Logically, two possibilities remain
open:

1. These bounds are tight but the optimal attacks reaching them remain to be found.

2. These bound are not tight and the (unknown) optimal attacks can not saturate
them.

In the next section we will answer this open question by searching the optimal among
all possibles attacks.
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Figure 8.10: Eve’s attack against the protocol based on Alice sending coherent states
and Bob applying heterodyne detection. Eve performs a unitary operation on her two
ancillae 7 and Fs together with the mode By sent by Alice. She then measures x
on one ancillae and p on the other one, in order to estimate simultaneously the two
conjugate quadratures of Alice (DR) or Bob (RR).

8.4 No Basis Switching Protocol Optimal Attack

In order to answer the preceding question, we need to search for the optimal attack
against this protocol with respect to all possible (individual Gaussian) attacks that
Eve can do. Although we are dealing with an infinite-dimensional Hilbert space, this
task remains tractable because of the fact that Gaussian states and operations have a
simple characterization in terms of first- and second-order moments of the quadratures.
We thus need to find among all possible linear canonical transformations the one which
optimizes Eve’s information either on Alice’s data (DR) or on Bob’s data (RR). Some
symmetries also simplify the solution of this problem. Before searching for the optimal
attack, let us consider these simplifications.

Simplifying the Problem

Eve’s Gaussian Attack and the Number of Ancillae As we restrict Eve’s at-
tacks to Gaussian operations, it is trivial to see that Eve must apply a Gaussian
unitary transformation on the mode sent by Alice together with her ancillae, as shown
in Fig. 8.10. Indeed, applying a Gaussian completely positive map instead of a unitary
operation (i.e., discarding some ancillae) can only make Eve loose information on the
secret key. The number of ancillae that Eve needs is determined as follows. First, it is
easy to see that Eve needs at least two ancillary modes to estimate either Alice’s (DR)
or Bob’s (RR) quadratures, since one is needed to get x, the other to get p. Let us
give an argument why these two ancillary modes are actually sufficient to implement
the optimal attack. In the entanglement-based description, Eve holds the purification
of pap, and therefore can be restricted to occupy the same number of modes as pap,
see [105]. One should then be able to recover the entanglement-based scheme of Fig.
8.10 by applying a local unitary operation on Eve’s side, since all purifications are
equivalent up to a unitary operation on Eve’s side.

Thus, the optimal Gaussian attack we seek for corresponds, in the Heisenberg pic-
ture, to a symplectic transformation S acting jointly on Alice’s mode By and Eve’s
ancillary modes E; and F», that is,

A A A N ~ N T
[;EBu:EmeEzapBapEwaz] =

S 5y, 39,30 pp pO 0T

:EE‘la:EE‘zvampElapE2 ) (875)

where the superscript (0) is used to indicate that the corresponding state is the vacuum.
Then, Eve’s optimal measurement on her two modes F = E; F> can be assumed to be
a homodyne measurement on these two modes in order to estimate either (z4,pa) in
DR or (zp,pp) in RR.
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Symmetric Channel without z-p Correlations The symplectic transformation
S can be written without loss of generality in a block-diagonal form as

Sz 0
s= (%2, o)
where S, and S, are related by the relation
Sp=(53)7", (8.77)

in order to preserve the canonical commutation relations. Indeed, we start with an
initial Gaussian state of covariance matrix yap, © lg, g,, which is of the same form
as Eq. (8.23). More precisely, it is symmetric in z and p and admits no correlations
between x and p. After Eve’s Gaussian operation, we have a Gaussian state for modes
A and B, which, by Schmidt decomposition, can be purified into a Gaussian 4-mode
state by extending the system with modes F7 and Fs [105]. This can be understood by
applying a symplectic decomposition on modes A and B that converts their joint state
into a product of two thermal states. These thermal states can then be written as the
reduction of EPR states, shared with Eve’s modes F; and FEs. Since this symplectic
decomposition does not mix the x and p quadratures, the covariance matrix of the
4-mode pure state is again of the same form as Eq. (8.23). Hence, the symplectic
transformation S applied by the eavesdropper does not mix the x and p quadratures.
We would like to stress that this form, Eq. (8.76), is not an assumption but rather a
simplification originating from the fact that the channels of interest have symmetric
uncorrelated noise in « and p, as mentioned above.

The entry of the matrix 7% 5 corresponding to (%) = T'(V +x) provides constraints
on the first row of S,, since we need to have

25 = VT(ip, + X cosd B% + /xsinb &), (8.78)

where 6 € [0,27] is a free parameter. Remember that (% ) = (%) = V. Thus, we
can write S, in general as

1 /xcost /xsinf
S, =vVT | a b c

r S t

, (8.79)

where {a,b,c,r,s,t} € R are six other free parameters. Using Equation (8.77), we can
rewrite S, as
1
Sp T
bt —cs cr —at as —br
VX(ssin® —tcosf) t—r\/xsinf r,/xcost—s
VXx(ccos@ —bsinf) ay/xsind —c b—ay/xcosd |’

r! s’ t’

(8.80)

where d = det(S;). Given the symmetry of the channel, the entry of v 5 corresponding
to (p%) = T(V + x) provides a constraint on the first row of S, in a similar way as for
Sz. This yields the three conditions

bt—cs = dT,
cr—at = dT./xcoso,
as—br = dT./xsing, (8.81)

where ¢ € [0, 27] is a free parameter. Finally, due to the symmetry of the channel in x
and p, we consider that Eve’s optimal attack gives her the same uncertainty in x and

p-
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Direct Reconciliation

As before, Eve’s uncertainty on Alice’s measurements AM = (X231 PM) can be calcu-

lated from the uncertainty of Eve on each of the two quadratures of mode A (X4, Pa).

We have, for example, VXM‘XE1 = %(VXA\XEI +1), and similarly for the p quadrature.

The symmetry of Eve’s information on X 4 and P4 imposes that

VXA\XEl :VPA|PE2 = VA\E (882)
Writing the second-order moments of A and Fj,

(@) = v (8.83)
(#%,) = T(a®V +b*+¢c%), (8.84)
(Zadp,) = aVT(iaip,) =a/T(VZ-1), (8.85)

and plugging them into Eq. (8.26), we obtain

2
V + b2a C2
VXa|Xp1 = VTJrl (8.86)
wre t
Similarly, one has for the p quadrature
V + T/Q
\% = SR 8.87
Pa|Pgs VS/2T+2t/2 1 ( )

Finally, as a consequence of Eq. (8.82) we can write

V+p
Ve = 8.88
where ) "
p= 2 =T (8.89)

b2 + c2 5’2 + #2°
Given Eq. (8.78), we see that p is proportional to the signal-to-noise ratio of the Alice-
to-Eve channel (more precisely, the latter signal-to-noise ratio equals pV'). Thus, by
definition, p > 0. Moreover, we can write in analogy with Eq. (8.25) the Heisenberg
uncertainty relation

Vxa1xp, VPaiPs, = 1, (8.90)

which, together with Eq. (8.82), implies that V4 > 1, or, equivalently, p < 1. Note
that the Heisenberg-limited attack in DR corresponds simply to choose p = .

We will now prove that such a choice is not possible, that is, it is not consistent
with the constraints we have on the matrices S, and S,. In order to further simplify
Sz, we introduce the following change of variables:

a = u/p,
b = wsing,
¢ = wucosé. (8.91)

Using the variables ', s, t" as defined in Eq. (8.80) and the expression of p in terms of
these variables, Eq. (8.89), we then obtain as explained in Appendix J

X—p : 2
(T) cos?(£ +0) = (s1n(§ +6)— \/W) . (8.92)
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Using the symmetry of the channel, Eq. (8.81), and the explicit expression of d = det S,
we obtain a second similar equation (see Appendix J)

2
X—P 2 N 1-T
(T) cos“(E+6) = <s1n(§+9)+ T\/W) - (8.93)

Expressing the equality between Eqs. (8.92) and (8.93) yields two solutions. The first
one, namely px = —(1 — T)/T, is unphysical since T < 1, p > 0, and x > 0. The
second one yields

1Txp—(1-T)

sin(6 +0) = -2V 7)) 8.94
Furthermore, injecting Eq. (8.94) into Eq. (8.93) gives
2
1Txp+(1-T)
cos* (£ + 0) = (—— . (8.95)
2. T/x(x-p)

Finally, the relation cos?(¢ 4 0) + sin?(€ + ) = 1 provides us with a second-order
equation in p,

T(TX*+4)p* = 2xT(T+ 1)p+ (1 -T)* =0, (8.96)
which always admits two solutions for a given channel (i.e. given parameters T and
X)»

XT(T+1) £ 2/T((Tx)* — (1 - T)?]
T(Tx?+4) '
Looking at Eq. (8.88), we see that minimizing Vg is equivalent to maximizing p,
that is, choosing p4. Thus, Eve’s minimum uncertainty on Alice’s measurement reads,

Pt = (8.97)

min __ 1 min _ 1(V+1)(p++1)
Vaw|g = B Viig +1] = 5 Vol (8.98)
and the lower bound on the DR secret key rate reads
Vmin
Kpr = log ﬂ]
VAM|BM
nHrTrw 1
Vo +)(T(x+1)+1)

Interestingly, Eq. (8.98) is similar to its counterpart for the Heisenberg-limited attack,
Eq. (8.70), but with p replacing x. It can easily be checked that py < x, so that the
highest possible signal-to-noise ratio of the Alice-to-Eve channel is strictly lower than
the one deduced from Heisenberg uncertainty relations. Hence, Eve’s optimal attack
is less powerful than expected from Heisenberg relations.

This is illustrated in Fig. 8.11, where the secret key rates have been plotted for
experimental realistic values of V and e. The lower bound deduced from the Heisenberg
relations is satisfied, but loose with respect to the actual key rate.

Reverse Reconciliation

Combining Egs. (8.75) and (8.79), we obtain the second-order moments of B and E;

(@) = T(V+x), (8.100)
@%) = T(@V+b+ ), (8.101)
(tpip,) = T(aV +by/xcosb+c\/xsind). (8.102)



8.4. NO BASIS SWITCHING PROTOCOL OPTIMAL ATTACK

Key Rate (bits/pulse)

o = o
O P N O

0
0 05 1

15 2 25
Channel Losses (dB)

3

Key Rate (bits/pulse)

177

2.5

2f "\

1.5

1 \\\\‘\\

05 T
% 05 1 15 2 25

Channel Losses (dB)

3

Figure 8.11: Secret key rate as a function of the line losses for the optimal (solid line)
and Heisenberg-limited (dashed line) attack. The curves are plotted for experimentally
realistic values, V' = 12 and € = 0.01, in direct reconciliation (left panel) or reverse
reconciliation (right panel).

This results in
b2+c2
112

+x— %(bcos@—i—csin@)]v—l— % (bsin® — ccos 0)?
Ve

Vg X = T{ (8.103)

b2 +C2 I
a2

where we have used Eq. (8.26). Similarly, using the symmetry of the channel, Eq. (8.81),
we can write,

[22 x — 2 (5 cos g+ #'sing) |V + (s sin g — ¢ cos )
VPB\PE2 =T V+ 8/24_275/2 .
/’,/

(8.104)
Imposing the symmetry of Eve’s information on Xp and Pp in analogy with
Eq. (8.82), that is,

VXB\XE1 = VPB|PE2 = VB|E7 (8.105)
gives the three conditions
2 2
5/2:_ 2 sz_ 2 P (8.106)
s'cos¢+t’sin¢:bcosb’—i—csinb':sin(f—i—b') (8.107)
i a VP ’
s'sin¢—t’cos¢:bsin9—0c059:cos(§+9). (8.108)

r/ a

NG

Note that condition (8.106) is exactly the same as in direct reconciliation. Surprisingly,
it so happens that this condition is sufficient to find an expression for Vg g which is the
same as in direct reconciliation, making it unnecessary to use the other two conditions.
Indeed, Eve’s uncertainty on the quadratures of mode B can be rewritten as
[1+ xp—2y/Xpsin(€ + 0)]V + x cos? (€ + 6)
p+1
Then, using the definition of sin(¢ + 6) coming from Eq. (8.94) as well as Eq. (8.96),
we obtain

(8.109)

p
L 8.110
T (8.110)

L+ xp —2y/xpsin(§ +0) = 1/T,

cos? (€ +6) =
(8.111)



178 CHAPTER 8. CV-QKD: INDIVIDUAL ATTACKS

which gives Vg g = V. Therefore, just like in direct reconciliation, Eve’s uncertainty
on the quadratures of mode B is minimized by choosing p,

i V+p4
Vg = ————. 8.112
BE = 17 (5.112)
Then, Eve’s uncertainty on Bob’s measured values becomes
. 1 . 1(V+1D(ps+1)
e = 5| Vi 1] = 5 8.113
BM|E 2{ B|E 2 Vpi+1 ( )
so that the RR secret key rate reads
Vmin
BM|E
Kgr =1 —_—
RR o8 VBM|AM
1 1
= log V+1Dip++1) . (8.114)
Vor +D(T(x+1)+1)

This rate is illustrated in Fig. 8.11, where it is compared with the lower bound
deduced from the Heisenberg relations in RR. We conclude again that the Heisenberg-
limited attack is not reachable.

8.5 Optical Setup Achieving the Optimal Attack

In Section 8.4, we have reduced the problem of maximizing Eve’s information to that of
optimizing a single parameter p, the other parameters remaining free. This implies that
the optical implementation of the best Gaussian attack is not unique. In this Section,
we present two particularly interesting examples of such an optical implementation,
namely the teleportation attack and the “feed-forward” attack. Note that the latter
attack was also considered in Ref. [194], where it was noticed that it curiously does not
reach the Heisenberg limit.

Teleportation Attack

The teleportation attack consists in Eve applying a continuous-variable quantum tele-
portation where the input is Alice’s outgoing mode and the output is given to Bob,
as shown in Fig. 8.12. Eve extracts information from the outcomes (X, PA) of her
Bell measurement performed on Alice’s outgoing mode By together with one of the
modes (E{) of an EPR state. It is easy to see that there are two limiting cases. If the
squeezing factor r of the EPR pair is zero, implying that Ff is in a vacuum state, then
the scheme becomes equivalent to an heterodyne measurement of By by Eve followed
by the classical preparation of a coherent state (the vacuum state in mode E) which is
displaced by some amount depending on X gf and Pé”). This situation corresponds to
an entanglement-breaking channel giving no secret key. On the contrary, if the squeez-
ing factor r is infinite, the teleportation succeeds perfectly and Eve gets no information
at all due to the infinite noise in the thermal state ;. This situation corresponds to
a perfect channel with no losses and no excess noise ("= 1,¢ = 0). We will now show
that for any intermediate value of r, such a teleportation attack can be made optimal.

Since all the involved canonical transformations are symmetric in x and p, we will
detail the proof for the xz quadrature only. Eve starts by preparing two squeezed
vacuum states, mode Es squeezed along x and mode F; squeezed along p,

i = dp =e 3", (8.115)

Gy = dp,=e"a, (8.116)
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Figure 8.12: Teleportation attack against the (entanglement-based scheme of the)
Gaussian protocol based on Alice sending coherent states and Bob applying hetero-
dyne detection. Eve first generates an EPR pair (E}, F}) by mixing a z-squeezed
vacuum state (F2) with a p-squeezed vacuum state (Ep) at a balanced beamsplitter.
Then, she performs a Bell measurement on Alice’s outgoing mode By together with
Ej. Depending on the measurement outcome and the fixed gain ¢gp, she then displaces
mode Ej by z (D;) and p (Dp). The resulting state is sent to Bob. By tuning the
squeezing parameter r and the gain gg, Eve can simulate any Gaussian channel (7', x)
and extract the optimal amount of information.

where we omitted the subscript F to lighten the notations. Subsequently we mix them
on a balanced beamsplitter, thereby generating an EPR state

i = [eal? —erzlV)/v2, (8.117)
i = [ +eraV)ve. (8.118)

Eve then applies a Bell measurement by mixing F{ and By on a balanced beamsplitter,
and measuring x on one output and p on the other,

. L. A L. | . s
M = ﬁ[:vgo + 2] = ﬁwBo + 5[6 xgo) —e $§0)]. (8.119)

Next, Eve displaces her mode E) by an amount proportional to the measurement
outcome X (multiplied by the classical gain gg) and sends it to Bob, giving

A A1 ~M
IB =Ty + g Ty

_ %@Bo + % [1 - ﬁ} #0 4 ﬁ {1 + ﬁ} 29, (8.120)

In order to comply with (#%2) = T(V + x), we need to fix gg and r in such a way that

g5 = VT, (8.121)
Tx (14 T) cosh 2r — 2¢/T sinh 2r. (8.122)

Direct Reconciliation.
Writing the second-order moments of &4 and iﬂ]g , namely

@) =V, (8.123)
(#¥)?) = (V +cosh2r)/2, (8.124)

(Tazp) (¥adp,)/V2=+/(V2-1)/ (8.125)

S
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8
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one can show, using Eq. (8.26), that Eve’s uncertainty on Alice’s data is

Vecosh2r +1

Vi = ——"7—. 8.126

AlE V 4+ cosh 2r ( )
By choosing .

- — 8.127

P= Cosh2r ( )

this expression for V4 g coincides with Eq. (8.88). Combining Eq. (8.122) with the
relation cosh? 2r —sinh? 2r = 1, we see that p must satisfy the second-order polynomial
equation (8.96), whose solution gives the value of p that optimizes Eve’s information.
Equation (8.96) having two possible solutions p+ generating the same quantum channel
(T, x), we then have two possible solutions for the squeezing parameter r. Looking at
Eq. (8.127), we see that that the squeezing parameter corresponding to the optimal
choice p is the lowest of the two solutions since it corresponds to the minimum added
noise on Eve’s measurement.

Reverse Reconciliation.

Using Egs. (8.26), (8.122), (8.124), and

(@paM) = % [VVT — sinh 2r + VT cosh 2r], (8.128)

one can show that Eve’s uncertainty on each of Bob’s quadratures reads

Vecosh2r +1

pu— -12
V + cosh 2r Vaie, (8.129)

VBiE =

implying that the teleportation attack is also optimal (choosing the lowest squeezing
parameter) for the reverse reconciliation protocol.

Feed-forward Attack

Eve

M = A B
XA T EPR
‘7 Alice

Figure 8.13: Entanglement based scheme of Eve “feed-forward” attack over the protocol
based on Alice sending coherent states and Bob applying heterodyne detection. Eve
extracts part of the signal sent by Alice using a beamsplitter (transmittance G) and
applies an heterodyne detection on it (over mode E;). Depending on the measurement
result times a given fixed gain gr Eve displaces mode E» over = (D,) and p (D,). The
resulting state is then sent to Bob. By tuning the transmittance of the beamsplitter
(G) and the gain (gg) Eve can simulate any Gaussian channel (T, x) and extract the
optimal amount of information.
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In the case of a noisy channel with no losses (" = 1) and direct reconciliation,
Eve’s optimal teleportation attack is exactly the same scheme as the one proposed
in Ref. [5] to reach an optimal tradeoff between disturbance and state estimation for
coherent states (when the success of both processes is measured using the fidelity).
This is not surprising since optimally estimating the coherent state sent by Alice while
minimizing its disturbance is exactly what Eve attempts to achieve in her optimal
attack in direct reconciliation. In Ref. [5], two alternative schemes to the teleportation
reaching the same optimal tradeoff were also presented, the “feed-forward” attack and
the asymmetric cloning machine. Those two schemes can very naturally be extended to
our case (T < 1) if we allow for different mean values for the input and output modes,
which gives rise to new optical schemes for the optimal attack.

For example, it can be checked that Eve can realize an optimal attack (both in
DR and RR) using the “feed-forward” scheme described in Fig. 8.13 by fixing the
parameters of the beamsplitter transmittance G and the feed-forward gain gg as

L —py
G = , 8.130
5 o, (8.130)

g = (ﬁ—\/ﬁ),/%. (8.131)

8.6 Security Analysis of the Gaussian Protocols

For a lossy channel (no excess noise, ¢ = 0), we observe in Fig. 8.14 that the proto-
col based on squeezed states and homodyne detection gives the highest rate together
with the no basis switching protocol in both Direct and Reverse Reconciliation. The

Direct Reconciliation Reverse Reconciliation
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Figure 8.14: Secret key rate as a function of the channel losses (measured in dB) for
a lossy channel (¢ = 0) for all the Gaussian protocols: squeezed states and homodyne
detection (solid line), coherent states and homodyne detection (dotted line), coherent
states and heterodyne detection (dot-dashed line) and squeezed states and heterodyne
detection (dashed line). The curves are plotted for experimental realistic modulation
V = 40.

worst protocol in Direct Reconciliation is the forgotten protocol based on Alice sending
squeezed states and Bob applying heterodyne detection. In the case of Reverse Rec-
onciliation there are two protocols giving the worst secret rate, the protocol based on
coherent states and homodyne measurement and the one based on squeezed states and
heterodyning, as we can easily check using equations (8.58) and (8.66) and realizing
that T(x + 1) =1 for e = 0.

Once we move to a noisy channel we observe that the protocol based on squeezed
states and homodyne detection remains optimal but the no basis switching protocol
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Figure 8.15: Secret key rate as a function of the channel losses (measured in dB) for a
noisy channel (e = 0.2)), for all the Gaussian protocols: squeezed states and homodyne
detection (solid line), coherent states and homodyne detection (dotted line), coherent
states and heterodyne detection (dot-dashed line) and squeezed states and heterodyne
detection (dashed line). The curves are plotted for experimental realistic modulation
V = 40.

becomes very sensitive to the noise, as shown in Fig. 8.15. After a given threshold, it
starts to perform worse than the protocol based on coherent states and homodyning
in DR and than squeezed states and heterodyne detection in RR.

Tolerable Excess Noise

In Direct Reconciliation, for both implementations based on Alice using coherent states,
the heterodyne-based protocol gives an advantage over the homodyne-based protocol
only for line losses below some threshold. This threshold can be shown to decrease
for increasing €, so that the maximum tolerable excess noise is actually higher for the
homodyne-based protocol, as we can see in Fig. 8.16 where we plot the maximal excess
noise tolerable by each protocol as a function of the channel loss.

In Reverse Reconciliation we observe a symmetric effect for the protocol using
heterodyne detection, where the no-switching protocol gives an advantage over the
protocol based on squeezed states and heterodyne detection only for line losses below
some threshold, giving a lower tolerable excess noise as shown in Fig. 8.17.

In Fig. 8.18 we plot the tolerance to excess noise of all the Gaussian one-way pro-
tocols against individual attacks by Eve. Where we observe a relevant behavior of
continuous variables QKD, the difference existing between Direct and Reverse Recon-
ciliation maximal ranges. We remark that the range in Direct Reconciliation is limited
to 3dB while there is no theoretical limitation in the case of Reverse Reconciliation.

The coherent states and homodyne detection secret key rate in Direct Reconciliation
(8.55) being up to a constant factor exactly the same as that of the protocol based on
squeezed states and homodyne detection (8.34), it is then trivial to see that they
give the same tolerable excess noise as they become null for the same excess noise.
Similarly, the squeezed state and heterodyning protocol gives the same tolerable excess
noise (8.66) as that of the protocol based on squeezed states and homodyne detection
(8.36) in Reverse Reconciliation.
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Figure 8.16: Tolerable excess noise € as a function of the channel losses (measured in
dB) for high modulation (V' = 1000) and DR for the two protocols based on coherent
states; coherent states with heterodyne detection (solid line) and homodyne detection
(dashed line). The dotted line marks the transition where the key rate of the two
protocols is equivalent.
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Figure 8.17: Tolerable excess noise € as a function of the channel losses (measured in
dB) for high modulation (V' = 1000) and RR for the two protocols based on heterodyne
detection; coherent states with heterodyne detection (solid line) and squeezed states
and heterodyne detection (dashed line). The dotted line shows the channels (couple
T, ¢) that give the same secret key rate for both protocols.
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Figure 8.18: Tolerable excess noise € as a function of the channel losses (measured in
dB)for high modulation (V' = 1000) for all the Gaussian protocols: squeezed states and
homodyne detection (solid line), coherent states and homodyne detection (dotted line),
coherent states and heterodyne detection (dot-dashed line) and squeezed states and
heterodyne detection (dashed line). The curves vanishing at (or above) 3dB correspond
to DR, whereas the rest refer to RR.



Chapter 9

CV-QKD: Collective Attacks

9.1 Introduction

In this chapter we are going to study the security of the continuous variable quantum
key distribution (CV-QKD) protocols based on Gaussian modulation of Gaussian states
presented in Chapter 7. All the protools can be described in an unified way using
an entanglement-based description of CV-QKD, as shown in Fig. 9.1, where Alice
and Bob distill a secret key from their measurement results a and b respectively. In

Bob b

a Alice Eve

Figure 9.1: Entanglement-based scheme for CV-QKD. Alice’s preparation is modelled
by a measurement Uy on her half of an EPR pair. The channel is modelled by an
unitary interaction between mode B and Eve ancilla’s F. Finally, Bob’s measurement
is modelled by Up.

realistic protocols, Alice and Bob do not achieve the Holevo bound, but only extract the
mutual information I, = S(a:b). In contrast, Eve is assumed to have no technological
limitation, so, by collective attacks, she can attain the Holevo bound y.r = S(a:E).
Then, using our notation, the achievable secret key rate reads [155],

KDR = S’(ab) — S(GZE), (91)
for Direct Reconciliation (DR) and
KRR = S(ab) — S(bE), (92)

for Reverse Reconciliation (RR), where the function Kprrr)(pap) depends on the
choice of the measurements done by Alice and Bob (and on the sifting if any), but does
not depend on the purification of pap.

9.2 Optimality of Gaussian Collective Attacks

The proof of optimality of Gaussian attacks among the family of collective attacks
is strikingly similar to that of individual attacks presented in Chapter 8, using the

185
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entanglement-based version of CV-QKD supplemented by the physical model of mea-
surement and the optimality of Gaussian states derived in [198].

Before presenting the proof we briefly remind the results of [198], where it is shown
that for a given function f which is: (i) continuous in trace norm; (ii) invariant under
local ” Gaussification” operation Ug; (iii) strongly sub-additive. Then, for every bipar-
tite state p4p with covariance matrix y4p, we have that f(pap) < f(pr) where pﬁB
is the Gaussian state with the same v5.

In the entanglement-based Gaussian protocols presented in Chapter 7 Alice and
Bob where using either homodyne or heterodyne detection. The next optimality result
is true for more general POVM measurements, such as noisy homodyne measurements.
The only constraint on the measurements is that they must commute with the ” Gaus-
sification” operation, which is satisfied if the measurement acts independently on xz
and p quadratures.

Proof

Alice and Bob mutual information S(a:b) being fixed by the data obtained by the two
partners and the efficiency of the reconciliation, in order to prove the optimality of
Gaussian attacks it is then enough to prove that Eve information S(a:F) is maximized
when she applies a Gaussian map. For this, we need to use the extension of this
function over 2N modes (A = A1 As...Ax, B = B1Bs...By), S(a:E). Remark that £
being the purification of AB the quantum mutual information S(A:E) is a function of
paB. Note that S(a:FE) restricts to S(a:FE) when N = 1.

Continuity If ||pgf])3 — paBl[1< ¢, using Ulhmann’s theorem and the well-known rela-
tions between the fidelity and trace distance (see Appendix I), we can find a purification

100 (|9 aBE) of pT% (pas) such that ¥ . — ¥ app|1< 2v/c. Then, considering
that partial trace can only decrease the trace norm [136], we have ||p$g) — papl1< 2V/E,

||pgl) — pe|1< 24/€ and Hpg") — pall1< 24/e. Finally, the continuity of von Neumann
entropies implies the continuity of S(a:E). O

Invariance Under Local Gaussification Unitaries Applying the local Gaussi-
fication operation Ug ® Ug on the product states |1/)45, (as shown in Fig. 9.2 for
N = 2), we obtain the state |))apg. After the measurements on Alice’s and Bob’s

Figure 9.2: Invariance under local “Gaussification” unitaries: Ug can be interchanged
with the measurement Uy, then Ug L and Ug cancel each other.

sides, the state becomes papg. But because the measurement does not mix the = and
p quadratures and neither does the Gaussification operation, the two can be inter-
changed, by applying Ué ® Ué on modes a and b we recover the state p(;@bj}g, which
coincides with the state obtained by directly measuring [¢) 5, without Gaussification.
Since the two states pag and p(;@év are related by a local unitary operation Ug; ®T and
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since the von Neumann entropies appearing in S(a:E) are invariant under (any) local
unitaries, we obtain the invariance of S(a:E) under local Gaussification unitaries. [

Strong Subadditivity We will restrict the proof to two modes on each side, A; 2 and
B; 2, as shown in Fig. 9.3, where E is the purification of A; 9B 2. The generalization
to N > 2 being straightforward. Using the definition of the mutual entropy,

a M<A_1 iw b,
a, Mg~ ‘ LlJ > ——=p ) b,
A, B,

'

E

Figure 9.3: Alice and Bob share a quantum state A; 2B 2 where Alice applies inde-
pendent measurements on each mode M4, ® My,, and so does Bob Mp, ® Mp,. Eve
holds the purification (E) of Aj 2B 2. Remark that the purification of A;B; (A2B3)
is AQBQE (AlBlE)

S(a1,a2:E) = S(a1,a2) — S(a1,a2|E)
= S(al,ag) —[ S(a1|a2E) + S(a2|a1E) +S(a1:a2|E)]
——
<S(ai)+S(a2) >S(a1|A2B2E) >S(a2|A1B1E) >0
< S(al) + S(ag) - S(a1|AlBlE) - S(a2|AngE), (93)

where we used the subadditivity, the strong subadditivity of the entropy and ”condi-
tioning does not increase entropy”!. Finally, noticing that the purification of A;B;
(AQBQ) is E1 = AQBQE (E2 = AlBlE) we obtain

S(al, ag) S S(al:El) + S(CLQZEQ). (94)

The additivity being a straightforward consequence of the additivity of von Neumann
entropies. [J

Thus, we have proved that for all bipartite quantum states psp with covariance
matrix y45, one has Kpr(pap) > KDR(pﬁB). This means that KDR(pﬁB) is a lower
bound on the secret key rate for any protocol (even non-Gaussian) and collective attack
(including non-Gaussian). The only requirement for this result to hold is that Alice and
Bob use the second-order moments of the quadratures in order to calculate this bound.
In particular, for the Gaussian-modulation protocols of [44, 94, 96, 194], Eve’s optimal
attack is a Gaussian attack, in which case the bound is saturated. Note that the above
proof concerns DR, see Eq. (9.1), but its extension to RR Eq. (9.2) is straightforward:
one simply needs to interchange a <+ b and A < B.

9.3 Security Analysis of Gaussian Protocols
Importantly, this bound Kprrr) (pg ) can easily be computed from the observed data

since one simply needs to calculate the entropy of thermal states. In the following we
are going to analyse the security of all existing Gaussian protocols.

In Chapter 5 and 6 we proved that ”conditioning does not increase entropy” and strong subaddi-
tivity are strictly equivalent.



188 CHAPTER 9. CV-QKD: COLLECTIVE ATTACKS

Squeezed States and Homodyne Detection

The protocol based on squeezed states and homodyne measurement [44] is equivalent
to an entanglement based scheme where Alice and Bob apply homodyne measurements
over modes A and B respectively, as shown in Fig. 9.4. The quantum state pp before

Channel

Figure 9.4: Entanglement based scheme of the protocol based on Alice sending squeezed
states and Bob applying homodyne detection. Alice generation of squeezed states is
replaced by an EPR state where Alice applies an homodyne detection on one half of
the EPR and the other half is sent to Bob.

Alice and Bob measurements is a Gaussian two mode state with null mean value and
covariance matrix,

ap = ( al co, ) _ ( VI VT(V2 - 1)o, ) (9.5)

co, bl T(V? - 1)o, TV + x)I
where o, reads

az_<(1) _01) (9.6)

V is the variance of Alice output thermal state and T and x = (1 — T)/T + € are
respectively the transmittance and noise referred to the input of the Gaussian channel
(e being the excess noise referred to the input). The secret key rate reads,

K:S(,TAZ,TB)—IE, (97)

where Eve information Iy reads, S(z4:E) for DR and S(zp:F) for RR.

Alice and Bob Mutual Information

Alice and Bob mutual information
S(zxa:xp) = S(xa) — S(zalzs), (9.8)

can be calculated using the techniques developed in chapter 8,

1 Va 1 V+x
S(za:xp)==1o =—log | —|, 9.9
(ra:zB) 2gVA|B 2gX+1/V (9.9)
which is the same for Direct and Reverse Reconciliation.
Eve Information: Direct Reconciliation
Eve quantum information on Alice measurement
S(,TA:E) ZS(E)—S(E|$A), (9.10)

can be calculated using the following technique. First we use the fact that system E
purifies AB so we can write S(E) = S(AB). Secondly, after Alice projective mea-
surement X 4 the system BFE being pure, we have S(E|z4) = S(B|za). For Gaussian
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states S(Blx4) is the same for all x4, being just a function of the covariance matrix
vap. S(AB) is a function of the symplectic eigenvalues A; 3 of y4p which reads

S(AB) = G[(A\ —1)/2] + G[(A2 — 1)/2], (9.11)

where
G(z) = (x+1)log(x + 1) — zlogx, (9.12)

is the Von Neumann entropy of a thermal state (calculated in Chapter 6) and

A, = % A+ /A2 - 4D2|, (9.13)

where we have used the notations

A = a®+b*-22=V?*1-2T)+ 2T + T*(V + x)?,

D = ab—c=T(Vy+1). (9.14)
S(Blza) = G[(A3—1)/2] is a function of the symplectic eigenvalue A3 of the covariance

La

matrix v5* of Bob mode after Alice projective measurement (using equation (2.57)),

MP

VB =B —UZ;B(X’VAX) AR, (9.15)
which gives,
v [ b=CJa 0\ ([ T(x+1/V) 0
B _< 0 b>_< 0 T(V+x) ) (9.16)
The square of symplectic eigenvalue A3 reads,
M=b(b—c*/a) =T*(V+x)(x +1/V). (9.17)

Eve Information: Reverse Reconciliation

Eve quantum information on Bob measurement can be calculated in a similar way as
for Direct Reconciliation,

S(zp:E) = S(E) — S(Elzp). (9.18)

Because of the symmetry of the entanglement-based scheme we just need to interchange
a < b in equation (9.16), in order to calculate v3*. The square of the symplectic
eigenvalue A3 of the covariance matrix %" then reads,

Vx+1

)\2: —2b:V .
= aa - /) = VD

(9.19)

Coherent States and Homodyne Detection

The protocol based on coherent states and homodyne measurement [96] is equivalent
to an entanglement based scheme where Alice applies an heterodyne measurement on
mode A, as shown in Fig. 9.5, where the heterodyne measurement is modeled by
combining mode A and a vacuum ancilla C' in a balanced beamsplitter and measuring
xz on A and p on C. Bob continues to apply homodyne measurements over mode B,
obliging Alice to drop one of both measurement results during the sifting step. The
secret key rate then reads,

K = S(z¥ap) - Ip, (9.20)
where Eve information I is S(z}/:E) for DR and S(zp:E) for RR, Note that we
use the variable ! here (not A), since in this protocol Alice does not measure one
single quadrature but a pair of conjugate quadratures [z stands for the measurement
of x quadrature of mode A, given that the conjugate quadrature p is simultaneously
measured].
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Figure 9.5: Entanglement based scheme of the protocol based on Alice sending coherent
states and Bob applying homodyne detection. Alice generation of coherent states is
replaced by an EPR state where Alice applies an heterodyne detection on one half of
the EPR and the other half is sent to Bob.

Alice and Bob Mutual Information

Following the calculations of the previous chapter Alice and Bob mutual information
reads,

1 Va+1 1 V+x
SMxp)==log | ——| = = log | —= |, 9.21
(T4 :p) 2gVA|B+1 B Y1 ( )
which is the same for Direct and Reverse Reconciliation.
Eve Information: Direct Reconciliation
Eve quantum information on Alice measurements
SN:F) = S(E) - S(E|2Y), (9.22)

can be calculated in a similar way as before. The term S(E) = S(AB) is exactly
the same as in equation (9.11), while the evaluation of S(E|z}l) is slightly more
complex. After Alice projective measurement x4 the system BCE is pure, giving
S(E|z) = S(BC|x), where C is Alice auxiliary mode used at the heterodyne de-
tection. S(BC|z)l) being a function of the symplectic eigenvalues A3 4 of v5%. The
covariance matrix yg%, being the result of applying homodyning over A after mixing
A and C in a balanced beamsplitter:

vacs = [S55 ®15] yavcon[SES © 5] (9.23)

where SB5 is the symplectic transformation of the balanced beamsplitter. After Alice
homodyne detection, the covariance matrix vz, reads (using equation (2.57)),

b—c%/a 0 V2e/(a+1) 0
Voo = ﬁc/(oa +1) 8 2a/(((1) +1) _C{)ﬁ (9.24)
0 —c/V2 0 (a+1)/2
Then the conditional von Neumann entropy reads,
S(BClzY) = G[(hs — 1)/2] + G[(\s — 1)/2], (9:25)

where

2 _
/\3,4 -

[A + \/M] , (9.26)

1
2
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where we have used the notation

1
A = [a+ 0D + A]
a+1
D
B = a—_H[b—i—D], (9.27)

with D and A defined in equations (9.14).

Reverse Reconciliation

Bob still applying homodyne measurement, Eve quantum information on Bob mea-
surement

S(zp:E) = S(E) — S(E|zp), (9.28)

is then exactly the same as in the case of Reverse Reconciliation of the protocol based
on squeezed states and homodyne measurement (9.3).

Squeezed States and Heterodyne Detection

The protocol based on squeezed states and heterodyne detection is equivalent to an
entanglement based scheme where Alice applies an homodyne measurement over mode
A and Bob applies heterodyne measurements over mode B, as shown in Fig. 9.6. The
heterodyne measurement is modeled by combining mode B and a vacuum ancillae C'
in a balanced beamsplitter and measuring x on B and p on C. The secret key rate

A By Channel B !

A

Alice

Figure 9.6: Entanglement based scheme of the protocol based on Alice sending squeezed
states and Bob applying heterodyne detection. Alice generation of squeezed is replaced
by an EPR state where Alice applies an homodyne detection on one half of the EPR
and the other half is sent to Bob.

then reads,
K = S(zs:2y) — I, (9.29)

where Eve information I reads S(x4:E) for DR and S(z¥:E) for RR.

Alice and Bob Mutual Information

Following the calculations of the previous chapter Alice and Bob mutual information
reads,

1

B (0]

Ve +1
VB|A+1

T(V+x) +1
Tx+1/V)+1

S($A2$A34)=110g =

5 : (9.30)

which is the same for Direct and Reverse Reconciliation.
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Eve Information: Direct Reconciliation

Alice still applying homodyne measurements, Eve quantum information on Alice mea-
surements

S(,TA:E) = S(E) — S(E|IA), (9.31)

is then exactly the same as in the case of Direct Reconciliation of squeezed states and
homodyne measurement.

Eve Information: Reverse Reconciliation

Eve quantum information on Bob measurement
S(z¥:E) = S(E) - S(BE|zY), (9.32)

can be calculated in a similar way as we did for Direct Reconciliation in the protocol
based on coherent states and homodyning. By symmetry we have just to change a < b
in 5% to obtain 47%. It is then straightforward to calculate the conditional von
Neumann entropy,

S(BCIXE) = G[(As = 1)/2] + G[(\ —1)/2], (9.33)
where
Ay = % [A + /A2~ 43], (9.34)

where we have used the notation

1
D
B = D]. .
prglat D) (9.35)

Coherent States and Heterodyne Detection

The protocol based on coherent states and heterodyne detection [194] is equivalent to
an entanglement based scheme where Alice applies an heterodyne measurement over
mode Ay and Bob applies heterodyne measurement over mode B’, as shown in Fig.
9.7. The secret key rate then reads,

KCE:S(x%),p%):x%,p%)—IE, (9.36)

where Eve information I reads S(zl ,p). :E) for DR and S(z},p}:E) for RR.

Alice and Bob Mutual Information

Following the calculations of the previous chapter Alice and Bob mutual information
reads,

S, ity py) = 25k ay) (9.37)
Ve +1 TV+x)+1

— log | =BT | Zog [T (9,38

BN Vg +1| ~ B T+ 1) +1 (9:38)

which is the same for Direct and Reverse Reconciliation.
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Figure 9.7: Entanglement based scheme of the protocol based on Alice sending coherent
states and Bob applying heterodyne detection. Alice generation of coherent states is
replaced by an EPR state where Alice applies an heterodyne detection on one half of the
EPR and the other half is sent to Bob. Alice heterodyne measurement of mode Ag is
implemented by mixing Ao with the auxiliary vacuum Cj into a balanced beamsplitter
and homodyning the outputs A and C to obtain x% and p% respectively. Similarly
Bob heterodyne of mode B is implemented by mixing B with the auxiliary vacuum Dy
into a balanced beamsplitter and homodyning the outputs B’ and D to obtain 2% and

pM respectively.

Eve Information: Direct Reconciliation

Eve quantum information on Alice measurement
S(xlhy, P E) = S(E) — S(Elzl, pli ), (9.39)

can be calculated in a similar way as before. The term S(E) = S(AB) is exactly the
same as in equation (9.11). After Alice heterodyne detection over mode Ag, (homo-
dyning A and C' to obtain x% and p% , respectively) the system BE is pure. This gives
S(E|xY,ph) = S(Blz , p)) = S(Blza,pc), which is a function of the symplectic
eigenvalue A3 of y5*P*. The covariance matrix y5*"* results from applying a projec-
tive measurement over A (z4) and C (p¢) over yacp of equation (9.23), which using

equation (2.57) reads,

Vi = (b—c*/(a+1))L (9.40)
Then the conditional von Neumann entropy reads,
S(BIXY, P2Y) = G[(As —1)/2], (9.41)
where
A=b—c/(a+1)=T(x+1). (9.42)

Eve Information: Reverse Reconciliation

Eve quantum information on Bob measurement
Sz ,py E) = S(E) - S(Elzy ,pE ), (9.43)

is calculated in the same way as we did for Direct Reconciliation. After Bob het-
erodyne detection over modes B’ (rp) and D (pp) the system AFE is pure, giving
S(E|zY¥,p¥) = S(E|xp,pp) = S(Alzp,pp), where D is Alice auxiliary mode.
S(A|zp,pp) being the symmetric counterpart of S(B|za,pc) calculated for Direct
Reconciliation, we just have to change a < b in y5*"* to obtain 7}"**. Then the
conditional von Neumann entropy reads,

S(Alzp,pp) = G[(As —1)/2], (9.44)
where T(Vx+1)+1

/\3:a—c2/(b+1)zm.

(9.45)
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Comparison of the Different Protocols

For a lossy channel, (no excess noise, ¢ = 0), we observe in Fig. 9.8 that the protocol

Direct Reconciliation Reverse Reconciliation
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Figure 9.8: Secret key rate as a function of the channel losses (measured in dB) for a
lossy channel (e = 0) for all the Gaussian protocols: squeezed states and homodyne
detection (solid line), coherent states and homodyne detection (dotted line), coherent
states and heterodyne detection (dot-dashed line) and squeezed states and heterodyne

detection (dashed line). The curves are plotted for experimental realistic modulation
V = 40.

based on squeezed states and homodyne detection [44] gives the highest rates for Di-
rect and Reverse Reconciliation. Interestingly, compared to individual attacks where
the no basis switching protocol [194] performed nearly as well as the protocols based
on squeezed states and homodyning, here it performs much worse. Its performance,
unless for low losses (< 1dB in DR and < 3dB in RR), is now comparable to that of
coherent states and homodyning [96] in Reverse Reconciliation and that of squeezed
states and heterodyne detection in Direct Reconciliation (which is much worse than
coherent states and homodyning for DR). The protocol based on coherent states and
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Figure 9.9: Secret key rate as a function of the channel losses (measured in dB) for a
noisy channel (e = 0.25), for all the Gaussian protocols: squeezed states and homodyne
detection (solid line), coherent states and homodyne detection (dotted line), coherent
states and heterodyne detection (dot-dashed line) and squeezed states and heterodyne

detection (dashed line). The curves are plotted for experimental realistic modulation
V = 40.

homodyning and the protocols based on squeezed states and heterodyne being a noisy
version of the protocol based on squeezed states and homodyne measurement, one
would expect them to give worse secret key rates for any channel. Surprisingly that
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is not the case as we can see in Fig. 9.9, where we observe that after some threshold
coherent states and homodyning performs better in Direct Reconciliation and squeezed
states and heterodyne in Reverse Reconciliation.

Noise Can Be Helpfull

Looking carefully at the different steps of the Reverse Reconciliation protocol using
squeezed states and heterodyne measurement, we observe that during the sifting phase
Bob throws away one of his two measurements (either % or p¥) of the conjugate
quadratures depending on the measurement done by Alice. This operation translates
mathematically to tracing out the mode that does not correspond to the correct quadra-
ture measurement (mode C on Fig.9.6). This implies that our protocol can be seen as
a noisy version of the protocol based on squeezed states and homodyne detection where
Bob applies a 50% lossy channel (not controlled by Eve) before his homodyne measure-
ment. This is a clear demonstration that for reverse Reconciliation adding some noise
on Bob side not controlled by Eve could be beneficial and increase the secret key rate,
a phenomenon already known for discrete variables (see [158]) but unknown for contin-
uous variables. Using the entanglement-based description it is trivial to see that this
phenomena has a symmetric counterpart in Direct Reconciliation, where the protocol
based on coherent states and homodyne detection can be seen as the squeezed state
and homodyning protocol with a 50% lossy measurement on Alice side, outperforming
it for sufficiently high excess noise and losses.

Remark that in order to be beneficial, the noise must be added on the reference
partner of the reconciliation, Alice in DR and Bob in DR. Otherwise, the noise only
affects Alice and Bob mutual information without decreasing Eve information on the
final key. This explains why coherent states and homodyning (squeezed states and
heterodyning) performs worse than squeezed states and homodyning in RR (DR).
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Figure 9.10: Tolerable excess noise € as a function of the channel losses (measured in
dB) for high modulation (V' = 1000) for all the Gaussian protocols: squeezed states and
homodyne detection (solid line), coherent states and homodyne detection (dotted line),
coherent states and heterodyne detection (dot-dashed line) and squeezed states and
heterodyne detection (dashed line). The curves vanishing at (or above) 3dB correspond
to DR, whereas the rest refers to RR.
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In Fig. 9.10 we plot for all the proposed protocols the resistance to noise as a
function of the losses, which gives the excess noise e given a null secret key K for
a given channel of transmittance 7. As for individual attacks we remark that all
the Direct Reconciliation protocols have a maximal range of 3 dB where for Reverse
Reconciliation there is no theoretical limitation to the range. Having in mind the results
of the preceding subsection, it is not a surprise that the protocol based in squeezed
states and heterodyne detection (coherent states and homodyne detection) gives the
optimal resistance to noise in Reverse Reconciliation (Direct Reconciliation), as shown
in Fig. 9.10.

In Fig. 9.11 we compare the two protocols based on homodyne detection on Bob
side and the two protocols based on squeezed states in RR, the dotted line giving
the threshold where the respective noisy version outperforms the protocol based on
squeezed states and homodyne detection.
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Figure 9.11: Tolerable excess noise € as a function of the channel losses (measured
in dB) for high modulation (V' = 40). For DR we compare the protocol based on
squeezed states and homodyne detection (solid line) and coherent states with homodyne
detection (dashed line), where for RR we compare the protocol based on squeezed states
and homodyne detection (solid line) and squeezed states with heterodyne detection
(dashed line). The dotted line shows the channels (defined by the parameters T, €)
giving the same secret key rate for both protocols.

9.4 Fighting Noise with Noise

In a recent paper [158] the authors pointed a surprising effect not previously observed.
Studying the protocols BB84 [20], BB92 [19] and the six-state protocol [38, 14] they re-
alized that Alice could increase the performance of the protocols by adding some noise
to her data before the error correction processing. Strikingly this additional classical
noise makes the protocol more robust against noise in the quantum channel. More pre-
cisely the authors showed that for each quantum channel there is an optimal classical
added noise that Alice has to add in order to optimize the secret key rate. It is easy to
understand that the operation of addition of classical noise must be done by the partner
who will be the reference during the error correction processing, as adding noise on the
other partner only decreases the mutual information of the trustfull parties without
having any effect on Eve. In a very recent paper [154] the authors gave an explantion
to this phenomenon by generalizing the Shor-Preskill proof of unconditional security
of BB84 [180] that combines an entanglement based description of the protocol and
entanglement distillation with CSS codes [136]. The authors exploit the result of [107]
that shows that entanglement distillation is not a necessary condition for security of
QKD, as it is enough to distill a more general class of states called private states. The
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authors show in [154] that the entanglement based description of the states obtained
after the addition of noise on Alice side can be distilled to a class of private states,
increasing the secret key rate. The analysis done in the preceding section for existing
Gaussian protocols shows that this striking effect exists also in continuous variable
QKD and explains some differences between the existing protocols that were not un-
derstood previously. In the following we are going to generalize the previous protocol
to a general Gaussian phase-insensitive noise added by either Alice (DR) or Bob (RR)
in order to optimize the secret key rate.

Reverse Reconciliation

In Reverse Reconciliation the optimal protocol would be a source of squeezed states on
Alice side combined with an inefficient homodyne measurement on Bob side, where the
efficiency of the detection and the electronic noise are chosen in order to optimize the
secret key rate. Fig. 9.12 shows an entanglement-based description of this new protocol,
where the efficiency of the detection is modeled by a beamsplitter of transmittance Tg
and the electronic noise v is modeled by a thermal noise (variance Np) added at the
second input of the beamsplitter T (v = (1 — Tp)(Np — 1)). In the following we will

Eve
A B
E
Alice

Figure 9.12: Generalized entanglement-based description of the protocol with general
Gaussian added noise on Bob side. The source of squeezed states on Alice side is
replace by an entangled pair (EPR) of squeezing parameter V followed by an homodyne
measurement by Alice on half of the pair. The other half of the EPR is sent to Bob
through the channel of transmittance T and added noise x = (1—T')/T +¢€. Before Bob
homodyne detection the state received by Bob is mixed with a thermal state (mode F')
of variance N on a beamsplitter of transmittance T5. The additional noise referred to
the input of the detector is xp, = (1 —T5)Np/T5.

show that the effect of the Gaussian noisy measurement (Tz, v) on the key rate depends
only on one parameter, the added noise referred to the input of the measurement device
(xpp = (1 4+v)/Tp —1). Therefore all the combinations of the parameters (Tz,v)
giving the same xp, are equivalent in terms of their effect on the secret key rate.
An alternative implementation would be a perfect homodyne detection followed by a
classical Gaussian noise of variance xp, added on Bob data. The secret key rate reads

K = S(zaxh) — S(zN:E). (9.46)

Note that ¥ stands for the noisy measurement of the z quadrature of mode B.
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Alice and Bob Mutual Information

Alice and Bob mutual information, generalizing the results of chapter 8 reads,

1 VN 1 TV + (1 —Tp)Np
; BN B _ 1 9.47
(xA IB) 2 0g VBNIA 2 08 TBVB|A+(1 _TB)NB ( )
1 V+xr
_ Lo Vx| 9.48
2 XT+1/V ( )

where x7 = x + xps/T is the total added noise referred to the input, x the channel
added noise and xp, = (1 — Tp)N/Tp the detector added noise.

Eve Information

Eve quantum information on Bob measurement
S(zy:F) = S(E) — S(E|zY), (9.49)

can be easily calculated generalizing the technique used previously. The term S(E) =
S(AB) is exactly the same as in equation (9.11). Secondly, after Bob projective mea-
surement zp the system AEFG is pure, then S(E|zY) = S(AFG|z%). In order to
calculate S(AFG|z¥) we need the covariance matrix Yape» which results from apply-
ing a projective measurement on mode B on Yaprg,

T
vapra = [la ® 552 ®1c] vaB ® vrc[la ® 552 ® 6], (9.50)

where v4p was given in Eq. (9.5) and vp¢g is the covariance matrix of an EPR state
of variance N = Tgv/(1 — T). The covariance matrix v}’ reads,

YA OAF OAG
T _ T
Yara = U?F ’Z[F orG |, (9.51)
0ac 9rc G

where
a— T
A= Tpbt(1-T5)N , (9.52)
0 a
Tebr(1-T5)N (bNT YN 0
_ Bb+(1-Tp 9.53
o ( 0 (1—TB)b+TBN)’ (9.58)
N — (1—Tg)(N?—-1) 0
= Tpb+(1-Tp)N , 9.54
glel < J N (9.54)
oup = | TSN 0 , (9.55)
0 —\/1 — TBC
T5(1—T5)(N2—1)b 0
oAq = Tebr(1-T5)N , (9.56)
0 0
and

T5(N2—1)b 0
orc = | Tebr(1-Tp)N . (9.57)
0 —/Tp(NZ—1)
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S(AFG|z%) being a function of the symplectic eigenvalues A3 45, it can be calcu-
lated from the symplectic invariants A%, A3 and A3 defined in Chapter 2. After some
calculation we obtain,

1

3 _
A} = . [2b+ aD + xpy (A + 1)), (9.58)
1
A} = ———[b+2aD+ xp,(D*+A)], 9.59
5 b+XDB[ aD + XD, ( )] (9.59)
A3 = L[Q—FXDBD]. (9.60)
b+XDB

Interestingly the symplectic invariants satisfy the relation 1 — A3+ A3 — A3 = 0 giving

X5 = 1 (G(As5) = 0), as the symplectic eigenvalues are solution of the polynomial

23 — A32? + A3z — A} = 0. Then, A3, are solutions of the second order polynomial

2?2 — Az + B = 0, where

_ 1
b+ XDp

[a+ xpyD]. (9.61)

A = Al-1 [b+aD + xps Al

3
B = A= —
We observe that the dependence of A and B on the Gaussian noisy measurement
implemented by Bob only depends on the parameter xp,, as we mentioned previously.
There are then many combinations of the parameters (T, v) that give the same result.
As expected, Bob heterodyne detection (s = 1/2, N = 0) corresponds to xp = 1
where equation (9.61) recovers the solution of equation (9.35) for the protocol based
on squeezed states and heterodyne detection.

Results
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Figure 9.13: a) Secret key rate as a function of the channel losses (measured in dB)
for a channel excess noise (e = 0.5) for the Gaussian RR protocols: squeezed states
and homodyne detection (dot-dashed line), squeezed states and heterodyne detection
(dashed line) and the optimization over Bob’s measurement added noise xp, (solid
line). b) Optimal choice of x p,, that maximize the secret key rate at a). All the curves
have been plotted for experimental realistic modulation V = 40.

By correctly tuning Bob added noise xp, it is possible to optimize the secret key
rate as we show in Fig. 9.13, where we compare the previous protocols based on Alice
generating squeezed states with the optimization over the noise on Bob side.

In Fig. 9.14 we compare the maximal tolerance to noise as a function of the losses of
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Figure 9.14: Tolerable excess noise € as a function of the channel losses (measured
in dB)for modulation (V' = 40) for all the Gaussian RR protocols: optimization over
Bob’s measurement added noise xp, (bold solid line), squeezed states and homodyne
detection (solid line), coherent states and homodyne detection (dotted line), coherent
states and heterodyne detection (dot-dashed line) and squeezed states and heterodyne
detection (dashed line).

the channel for the previously existing Gaussian protocols and the optimized protocol.
We observe that the optimization slightly improves the resistance of the protocol based
on squeezed states and heterodyne detection.

Direct Reconciliation

Now we are going to consider the Direct Reconciliation counterpart of the previous
effect. Fig. 9.15 shows an entanglement-based description of this new protocol where
Alice replaces his homodyne measurement over half of the EPR pair by an inefficient
homodyne measurement of efficiency 74 and added noise xp,. The secret key rate

Eve
B
! F
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Figure 9.15: Generalized entanglement-based description of the protocol with general
Gaussian added noise on Alice side. The source of squeezed states on Alice side is
replace by an entangled pair (EPR) of squeezing parameter V' followed by an inefficient
homodyne measurement (T4, xp,) by Alice on half of the pair. The other half of the
EPR is sent to Bob through the channel. The additional noise referred to the input of
the detector reads xp, = (1 — T4)N/T4.

then reads,

K = S(al:xp) — Sy :F). (9.62)
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Alice and Bob Mutual Information

Alice and Bob mutual information, generalizing the results of chapter 8 reads,

1 1%\ 1 TaVs + (1 —Ta)Na
(z4:25) 2 %\ Vavg | 2 8| TaVas + (1— Ta)Na (9.63)
_ 1 (V+x)(V+xp4) (9.64)
2 VIX+xXpa +xx04 1) ]

where y is the channel added noise and xp, = (1 — T4)N4 /T Alice detector added
noise.

Eve Information

Eve quantum information on Bob measurement reads,
S:E) = S(E) — S(BE|zY). (9.65)

It can be easily calculated generalizing the technique used previously. The term
S(FE) = S(AB) is exactly the same as in equation (9.11). Secondly, after Alice pro-
jective measurement z¥ the system BEFG is pure, then S(E|zY) = S(BFG|zY).
S(BFG|zY) being the symmetric counterpart of S(AFG|z¥) calculated in the Re-
verse Reconciliation case, we just have to change a < b in equation (9.61). The
square of the symplectic eigenvalues /\37 4, being solutions of the second order polyno-
mial 22 — Az + B = 0, where

1
A = — bD A
a+XDA[a+ R ]7
D
B = —1b Dj. .
b+ x0aD] (9.66)

Notice that Alice heterodyne detection corresponds with xp, = 1 recovering the solu-
tion of equation (9.27), as expected.

Results

By correctly tuning Alice added noise xp, it is possible to optimize the secret key
rate as we show in Fig. 9.16. where we compare the previous protocols based on Bob
applying homodyne measurement with the optimization over Alice measurement with
phase insensitive noise, which is equivalent to a noisy prepare-and-measure scheme.

In Fig. 9.17 we compare the maximal tolerance to noise as a function of the losses of
the channel for the previously existing Gaussian protocols and the optimized protocol.
We observe that the optimization slightly improves the resistance of the protocol based
on coherent states and homodyne detection and does not succeed to pass the 3dB
limitation to the range in Direct Reconciliation protocols, as expected.

Alice Source

In the case of Reverse Reconciliation the translation from the entanglement based to the
prepare-and-measure scheme was trivial, Bob had either to apply a noisy measurement
of added noise xp, or a perfect homodyne detection followed by a classical noise of
variance xp,. In the case of Direct Reconciliation Alice can obviously send squeezed
states and apply a classical added noise of variance xp, over her data. This solution
has two disadvantages, we need a source of squeezed states and more random numbers
to implement the classical noise.
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Figure 9.16: a) Secret key rate as a function of the channel losses (measured in dB)
for a channel excess noise (e = 0.65) for the Gaussian DR protocols: squeezed states
and homodyne detection (dot-dashed line), coherent states and homodyne detection
(dashed line) and the optimization over Alice’s measurement added noise xp, (solid
line). b) Optimal choice of xp, that maximizes the secret key rate on a). The curves
have been plotted for experimental realistic modulation V = 40.
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Figure 9.17: Tolerable excess noise ¢ as a function of the channel losses (measured
in dB)for modulation V' = 40 for all the Gaussian DR protocols: optimization over
Alice’s measurement added noise xp, (bold solid line), squeezed states and homodyne
detection (solid line), coherent states and homodyne detection (dotted line), coherent
states and heterodyne detection (dot-dashed line) and squeezed states and heterodyne
detection (dashed line).

Interestingly for xp, > 1 there is an easier implementation based on noisy coherent
states. The noise xp, = 1 can be obtained by fixing T4 = 1/2 which is equivalent
to a source of coherent states. Then it’s possible to cover all the range xp, > 1 by
just sending noisy coherent states (displaced thermal states), where the variance of the
added noise is a function of xp,. Unfortunately for xp, <1 we cannot avoid using a
source of squeezed states.
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9.5 Fiber Optic Implementation

The joint collaboration of the QulC center of the ULB with the Charles Fabry labora-
tory of the Institut d’Optique d’Orsay, Thales Research & Technologies, and GeorgiaTech-
Metz, has recently successfully implemented a fully functional CV-QKD system ready
to field implementation, generating secret keys at a rate of more than 2 kb/s over
25 km of optical fiber [128]. This CV-QKD system is based on a source of coher-
ent states at Alice side combined with an homodyne detection at Bob side, using a
reverse reconciliation protocol. Using a source of coherent states has the advantage
over squeezed states that we can use standard (low-cost) telecom optical components,
where the measurement on Bob side is limited to homodyning in order to simplify the
implementation. Finally we choose a reverse reconciliation protocol in order to beat
the 3dB limit imposed to reverse reconciliation protocols.

The security analysis of this CV-QKD system is strikingly similar to the generalized
protocol of the preceding section 9.4 based on a source of squeezed states and a general
phase insensitive noise on Bob side. Alice and Bob mutual information reads,

1 vy 1 TpVs + (1 — Tg)Np
Iz 2®) = Zlog | —E—| =21 9.67
(@4 :w5) 2% | Vgwian | 2 | TpVpam + (1 —T5)Np (9.67)
1 1%
= Zlo Y xr ) (9.68)
2 xr+1

where x7 = x + xps/T is the total added noise referred to the input, x the channel
added noise and xp, = (1 — Tg)N/Tp the detector added noise. Eve information on
Bob measurement is given by equation (9.49), as Alice changing from squeezed states
to coherent states does not change Eve information on Bob.
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Conclusion and Perspectives

In this thesis we have studied different aspects of the novel field of quantum information
with continuous variables. The higher efficiency and bandwidth of homodyne detec-
tion combined with the easiness of the generation and manipulation of Gaussian states
makes continuous-variable quantum information a promising and flourishing field of
research. This dissertation is divided in two parts. The first part explores some ap-
plications of the photon subtraction operation, while the second develops a detailed
analysis of an important family of continuous-variable quantum key distribution pro-
tocols, namely those based on Gaussian modulation of Gaussian states.

Photon subtraction After a detailed introduction to quantum optics and phase-
space representation of continuous-variable systems we have presented two different
applications of the photon substraction operation, being to date one of the simplest
techniques to generate non-Gaussian states of light.

In Chapter 4 we have shown that an arbitrary single-mode state of light can be
engineered starting from a squeezed vacuum state and applying a sequence of displace-
ments and single-photon subtractions, followed by a final squeezing operation. The
recent demonstration of single-photon subtraction from a single-mode squeezed vac-
uum [142, 197] provides a strong evidence of the practical feasibility of our scheme,
which will be much easier than previous proposals as it does not require single-photon
sources and can operate with low-efficiency photodetectors. Generalizing this technique
to two or more modes of light deserves further investigation, as it could lead to simpler
way of generating highly entangled states of light, which could improve the existing
proposal of loophole-free Bell test using homodyne detection. Two recent experiments
[142, 141] show that photon subtraction is a feasible operation with a vast range of
promising applications such as ”Schrodinger cat” generation, entanglement distillation
and implementation of Bell tests.

In Chapter 5 we proposed an experimentally feasible setup allowing for a loophole-
free Bell test with efficient homodyne detection. This proposal is probably the simplest
loophole-free Bell test experiment proposed so far based on quantum states of light and
homodyne detection. We showed that a violation of Bell inequalities becomes possi-
ble using a non-Gaussian entangled state generated from a two-mode squeezed vacuum
state by subtracting a single photon from each mode. We made a full analytical descrip-
tion of a realistic setup, studying in detail the influence of the detector inefficiencies,
the electronic noise of homodyne detector and the efficiency of the mode filtering that
must preceed the photon subtraction. However, the class of schemes that we have
studied is still somewhat restricted. The search of new non-Gaussian states easier
to generate and/or giving better violations deserves future investigation. Even more
interesting would be to find new Bell inequalities, using more and/or different mea-
surements and/or different binning giving a higher violation, experimentally accessible
with nowadays technology. We hope that the combination of improvements on the ex-
perimental side together with new theoretical ideas will lead to the first loophole-free
Bell test using the continuous-variable paradigm in the near future.
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Continuous-variable quantum key distribution Quantum key distribution (QKD)
is the most promising and developed application of the novel field of quantum infor-
mation. Over the past few years, an important research effort has been devoted to
continuous-variable quantum key distribution protocols (CV-QKD), motivated by the
prospects of realizing high-rate cryptosystems relying on homodyne detection instead
of photon counting. Since the discovery of a protocol based on coherent states [96] these
systems also have the advantage that they are based on standard (low-cost) telecom
optical components, using a simple laser as a source is enough to distribute a secret
key. The joint collaboration of the QulC center of the ULB with the Charles Fabry
laboratory of the Institut d’Optique d’Orsay, Thales Research & Technologies, and
GeorgiaTech-Metz, has recently successfully implemented a fully functional CV-QKD
system ready to field implementation, generating secret keys at a rate of more than 2
kb/s over 25 km of optical fiber [128]. This field implementation will be one of the four
platforms of the first European Network for Secure Communication based on Quantum
Cryptography, under development by the European consortium SECOQC.

Our contribution to this project was to prove the unconditional security of the
family of Gaussian CV-QKD protocols 2, giving at the same time a systematic way of
calculating the secret key rates. This was achieved using a unified way of representing
all the existing QKD protocols based on Gaussian modulation of squeezed (coherent)
states by Alice and homodyne (heterodyne) detection by Bob for the two versions
of one-way reconciliation (Direct Reconciliation and Reverse Reconciliation). Subse-
quently we showed that adding noise on the reference partner of the error correction
post-processing can increase the secret key rate of a continuous-variable one-way QKD
protocols, clarifying the pros and cons of the different protocols of the family of Gaus-
sian protocols. Interestingly, for every quantum channel there is an optimal noise that
must be added in order to optimize the secret key rate. Finally, we have completed
the study of individual attacks, a weaker family of attacks compared to collective,
that had remained open since the proposal of the no basis switching protocol [194]
(with Alice sending coherent states and Bob performing heterodyne measurements).
We have found that, in contrast with all other Gaussian protocols that had been stud-
ied so far, no individual attack exists that attains the security bounds deduced from
the usual Heisenberg uncertainty relations, making these bounds unreachable in the
present case. A tight bound was derived, both in direct and reverse reconciliation, and
several explicit optical schemes that attain this bound have been exhibited.

The disadvantage of continuous variables compared to qubit-based QKD is the lim-
ited range of the existing protocols. The origin of this limitation is the sensitivity of
the error correction post-processing to the unavoidable vacuum noise. Qubit-based
QKD does not suffer from this effect because the vacuum noise is filtered out by the
avalanche photodetectors, as only the events with a detected photon are used to gener-
ate the secret key. Unfortunately homodyne detection is not capable of such a filtering,
generating useless data that only contribute to increase the noise, making the practical
reconciliation more difficult. To overcome this problem, different protocols have been
proposed recently [98, 123, 181], where a filtering stage is added after the homodyne
detection in order to get rid of the harmful vacuum noise. Unfortunately, the security
of those protocols is not fully understood, since it is based on the unproven assumption
that the optimal attack is Gaussian. The ideal case would be to devise a non-Gaussian
protocol implementing some filtering of the vacuum noise and keeping at the same
time the tractability of Gaussian states calculations. This would be similar to what we
did in the photon subtraction calculations, where we succeeded to model non-Gaussian
states keeping the easiness of the calculations with Gaussian states.

2Tt is known for qubit-based QKD that security against collective attacks is enough to have uncon-
ditional security (see Chapter 8). It then seems very reasonable to conjecture that the same holds for
CV-QKD.
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Appendix A

The Church of the Larger
Hilbert Space

The phrase ” Going to the Church of the Larger Hilbert Space”, coined by John Smolin,
for the dilation construction of channels and states, is an extremely useful tool in
quantum information theory. It is based on two key ideas; Firstly, every mixed state
can be seen as being the partial trace of a pure state defined in a larger Hilbert space.
Secondly, every quantum operation over a given quantum state can be described by
a reversible interaction between the system and its environment. Finally, following
Everett, the measurement can be considered as a type of quantum operation between
the object and a pointer system.

Schmidt Decomposition

Any bipartite pure state |¢)) g can be written as,
[Wyas =Y Aili)ali)s, (A1)

where |i) 4(py is an orthonormal state of systems A(B) and \; are non-negative real
numbers satisfying >, A; = 1 known as Schmidt coefficients.

Proof |¢)ap can be written

[W)as = ajkli)alk)s. (A.2)
j.k
using the singular value decomposition a = vdw, where v and w are unitary matrices
and d is diagonal, |i)a = >, vjilj)a and |ip) = >°, wkilk) s gives the result.C]
This result is extremely useful. For example, we see that pa = >, A?[i)(i[4 and
pB = ¥, A\}i)(i| p have exactly the same eigenvalues. Many important properties of

quantum states, such as the entropy, are completely determined by the eigenvalues, so
for pure bipartite systems it will be the same for both subsystems.

Purification

An extremely useful technique for quantum information calculations is the purification.
If we are given a quantum state pa = >, Ai|7)(i|a of a quantum system A, it is possible
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to introduce another system R (the reference) and define a pure state
V) ra = Z VAili)Rli)a, (A.3)

such that Trr[|¥){(¥|gra] = pa. The idea is to define a pure state whose Schmidt
coefficients are the square root of the eigenvalues of p4.

Freedom of Purification Let [¢)1)ra and |¥2) ra be two different purifications of
pa. It is easy to prove that there is a unitary operation Ug such that

[2)ra = Ur ® Lalth1) ra, (A.4)

as both purifications have the same Schmidt decomposition up to a different orthonor-
mal basis in system R.

Quantum Operations
A natural way to describe the dynamics of an open quantum system A is to regard it

as arising from a unitary (reversible) interaction Uap between the system A and the
environment F which together form a closed system, as shown in Fig. A.1.

Figure A.1: Any quantum operation £ can be expressed in a Kraus operator repre-
sentation {E;}, which can be thought of as arising from a unitary evolution Usg of
the target quantum state p4 with an auxiliary system E and subsequently tracing F.
The state ps can be seen as the partial trace of its purification |¢))45. The Kraus
representation {F;} of the quantum operation £ is unique up to a unitary operation
(U’) on the auxiliary system E.

The resulting state after applying the quantum operation, also called Completely
Positive map (CP map), over the state p4 reads

E(p) = Trp[Uar(pa @ 10){0]5) Ul ), (A.5)
where there is no loss of generality in assuming that the environment starts in a pure

state. Defining |e;) as an orthonormal basis of system F we can rewrite the quantum
operation

E(p) = D lelUar[pa®0)(0c]Ulgle) e (A.6)

1
— Y EpE, (A7)
1
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where E; = (e;|Uag|eo) g is an operator on the state space of system A. The ensemble
{E;} is called the Kraus operator representation of £. The Kraus operators satisfy the
so-called completeness relation,

Y ElE =1, (A.8)
l

which arises from the requirement Tr[E(p)] = 1.

Unitary Representation Given a Kraus operator representation {E;}, it is always
possible to construct a corresponding unitary representation,

Uaglp)a®|0)e = Eilp)a® |l)E, (A.9)
b

which preserves the inner product, therefore being unitary.

Hom many Kraus operators? All quantum operations £4 defined on a Hilbert
space of dimension d can be generated by a Kraus operator representation containing
at most d? elements. In order to prove it, the key ingredient is to use the purification
of system A, |¢))ra. After applying the operation I ® £4 to the initial state of system
RA we obtain a mixed state pgra which can be expanded as

pra = Y Nl (eil. (A.10)
l

One can show that each state |p;) is indeed associated with a Kraus operator Ej.
Since pra has at most rank d?, £4 has always a Kraus operator representation with
at most d? elements. Therefore an ancillary system E in the unitary representation of
dimension d? is enough. One can generalize the previous result to quantum operations
&4 with input and output Hilbert space of different dimensions; let fix us d and d’, it
is then easy to prove that an ancillary system FE of dimension dd’ is enough.

How ambiguous? Suppose {F;} and {F;} are Kraus operators giving the quantum
operations £4 and F4. Then £4 = F4 if and only if there is a unitary matrix U such
that Ei = Zj Uiij.

Consider the purification 1)) g4 of the initial state p4. After applying a quantum op-
eration the output states read pra = (HR®5A) [){()|ra and ocap = (]IR®.7:A) [V {(Y|RA-
When £4 = F4 we have oap = pap, whose purifications, by the freedom of purifi-

cation, must be equal up to a unitary operation U’ on system FE, as shown in Fig.
A1,

Measurement

Following Everett’s interpretation of quantum mechanics [74], a measurement can be
seen as a physical process similar to other quantum operations [39]. In a measurement
the probe system A is entangled with an ancillary system P representing the pointer
of the measurement apparatus.

Interestingly the unitary representation (A.9) of a quantum operation gives the
physical model of the measurement that we need. The only difference is that now
instead of discarding the auxiliary system as in Fig. A.1 (considered as lost into the
environment), the state of the auxiliary system is accessible and gives the result of the
measurement. Tracing the outgoing system A we obtain the probability distribution
of the measurement result,

p(m) = Tra[EpnpaEl). (A.11)
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If we apply a quantum non-demolition measurement, the state of system A conditioned
on the pointer giving the result m reads,

pla = EmpaEl p(m). (A.12)

Finally, the completeness equation of the measurement operators results from the com-
pleteness relation of the quantum operation. We have then shown that this physical
model of measurement satisfies the three conditions of the measurement postulate of
quantum mechanics.

Macroscopic measurement apparatus In a real measurement, in order to be
readable by an human, the pointer system is composed by a macroscopic amount of
particles which are entangled with the probe system as shown in Fig. A.2. The ex-
perimentalist having only access to the macroscopic apparatus, the outgoing quantum
system is traced out, generating the randomness of the quantum measurement.

signal
Pin :I

ancilla
|0

macroscopic
ancillae

Figure A.2: The homodyne measurement can be seen as a C-NOT interaction between
the quantum signal and a first ancilla (|0)) which is followed by an amplification process,
or ”classicization”, by entangling A with the rest of the apparatus ancillae through C-
NOT gates. This entanglement is responsible for the randomness in the outcome.



Appendix B

Partial Measurement of a
Bipartite (Gaussian State

Consider a gaussian bipartite state pap defined by its covariance matrix

YA 0AB
= . B.1
Tan { Uz;B B ] (B1)

and its mean (da,dpg). If we apply a partial measurement measurement by projecting
system B into a pure Gaussian state 1 of covariance matrix vy, and mean m the
Wigner function of the final system A reads,

Wy(ra) o« /drBWp(rA,rB)Ww(rB), (B.2)

where the proportionality comes from the fact that we do not pay attention the the
probabilities as we are only interested on the conditional state of system A. It is
convenient to deal with characteristic functions which are Fourier transform of the
Wigner functions, x(z) = [ W (r) exp(irz)dr,

Yo () o / Ao, 28)xs (~25) (B.3)

Using the definition of the characteristic function of a Gaussian state (2.24) we obtain,

X;)(IA) x /exp [— 1/4(I£”YA517A + xgaAB:cB + xgcrgB:cA + a:g('yB +7M)x£)}

x explidyra +i(dp —m) rgldrp (B.4)
which after rearranging and using the change of variable zg = xp+(yp+vm) o gz a,
Xp(wa) o exp [ = 1/4(E (v — oan(ys + ) 0k p)wa)]
x explidjra —i(dp —m)" (5 +vm) " ohpral
X /dzB exp [— 1/4(2’5(73 + ”yM)zB)} expli(dp —m)T zp]

where the integral contributes only with a constant real number. Finally we see that
the final state of system A is a Gaussian state of covariance matrix,

Ya =74 —0as(vB +7M) o4 (B.5)
and mean
W=da+oap(ve+ym) (m—dp). (B.6)
Interestingly the covariance matrix does not depend on the values of the measurement
result m.
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Appendix C

Properties of ik

Propagation of t"
In order to propagate the operator t* to the right in 3.2 we use the relations
t

tﬁea*d

— @ a/ttn’ thead

= etodlyh (C.1)

that we proof below. Using the Taylor development of ¢"

tﬁ:eﬁlogtzlogt[1+nt+§+ 1, (C.2)

with 7; = flogt and the commutator of [f,af] = a7, we obtain

nat =a'(n+1)  and  ha=a(n—1), (C.3)
it is easy to obtain

t"al =aft" !t and tha = at" L. (C.4)
Using the Taylor development of o’

(at?)

e’ =1+ aat + R (C.5)

and equation (C.4) it is easy to show
tﬁea[ﬂ — etoz(zttﬁ (C 6)
The proof for & is similar to the previous one, where we use the commutator [7, 4] = —a

which gives finally gives the first equation of C.1.

Effect on S(s;;,)[0)

tNS(s i ( tanh (5in)]FtN | 2K), (C.7)
k=0
tzNZ “2]%' [tanh(s;,)]¥|2k), (C.8)

which is exactly a squeezed state with a new squeezing factor tanh(s) = 2V tanh(s;y, ).
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Appendix D

Wigner Representation of
Photon Subtraction

After applying a projector Iy ® Xp over a bipartite quantum state pap, the density
matrix p4 out of mode A after a successful projection reads,

paout = Trplpap(la ® Xp)]/P, (D.1)
where P = Trap[pap(la ® Xp)] is the probability of a successful projection of the
target state. The trace of the product of two operators can be evaluated by integrating

the product of their Wigner representations over the phase space. Then the output
Wigner function reads,

Wout(r)P = 27T/WP(TA,TB)Wx(TB)dTB, (D.2)

where P is the probability of of a successful projection of the target state. In the
following we will use the notation W (r; T, d) for a Gaussian Wigner function with first
mean d and covariance matrix y = I'~!.

Partial trace: X =1

When we project on the identity X = I we obtain,

vdet
Wout(ra)P = 27T/W(TA,TB;FAB,dAB)d7’B = M/edeTB (D.3)
T
where Y reads,
Y = 28T aza + 2h02p + 250" 24 + 25T 2B, (D.4)
2AB) = TAB) — daB), and
| Ta o
Lo=| ot |- (D.5)
Notice that Y can be rewritten as
Y =2 Taza+ (25 + T30 24) Tp(zp + Tlol 24) —2hoT 5 07 24 (D.6)
=z
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we obtain,
Wout(ra) = @ezz(FAUFBI"T)ZA/eZdTB
™
N
1/vVTB

_ detT'ap )
~ VdetT'pdetI W(raiTy, di) (D7)

where I'y = T'y — Ul"g,loT and dy = da. The Wigner function being normalized and
the probability of projecting on the identity being trivially P = 1 we must have

detT'ap
— =1 D=8
\V det 'z det T’y ’ (D-8)

which holds as I'; is the Schur complement of I'g of ' .

Projection on vacuum: X = |0)(0|

When we project on vacuum X = |0)(0| we obtain,

Wout(ra)P = 27T/W(7’A,TB;FAB,dAB)W(TA,’I”B;H,O)dTB
vdetT'
= 78 AB /G_YdTB (Dg)
T
where Y reads,
Y = 28T aza + 28025 + 2507 24 + 25T 2 + rE5lrg, (D.10)
=z

where z4(p) = Ta(B) — da(p)- Notice that Z can be rewritten as,

7 = (’I’B —(FB—I—H)_IFBdB)T(FB—I—H) (TB—(FB—F]I)_lFBdB)

Zp

—dg(Tp(Tp+1)"'I's —T'p)ds. (D.11)

Then using zp = zZp + [(FB +]I)71FB — ]I]dB and (FB +]I)71FB —I= —(FB +]I)71 Y
reads,

Y = 2 Taza+[zho2p —240(Tp +1)"1dp]
+[2£0TZA — dEU(FB + H)_IZA]
+25(Tp +1)ig +d5Tp(Ts + 1) tdp, (D.12)

which can be rewritten using x =T —o('p +1)"toT and ¢ = x " lo(Tp + 1)~ ldp
Y = (2a—8"x(ea— & — " xE+dpls(T + )7 dp

n [23 +(Tp+ H)*laTzA)}T(FB +1) [23 + (T + H)*laTzA)} (D.13)

w

Then the integral (D.9) using [ e Wdrg = \/det(I'p + 1) reads,

detT'ap —_dT Md
Wou P=2 BAB Y P D.14
(ra) \/ T T raix® (D1
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where M = Tp(Tp+1)"! — (Tg+1)"to? xto(I'p +1)~t. The Wigner function being
normalized the probability of projecting on the vacuum reads,

P= 2\/ det Tap (D.15)

det('p +I)det Ty,

Photon Subtraction

One uses the fact that the POVM element characterizing the photon subtraction (I g)
is the difference of two POVM, the identity Ip and the projection on vacuum |0)(0| g,

1 1
Wi, (r) = 1= [0){0]5 = 5~ — —e™*" 7", (D.16)
o ™

The Wigner function of mode A can be written as a linear combination of two Gaussian
functions, namely

W(T)P:01WG(T;F1,d1)+OQWG(T;F2,d2), (Dl?)

where P is the probability of successful generation of the target state. The correlation
matrix I'; and the displacement d; appearing in the first term on the right-hand side
of Eq. (3.31) are given by

I = I'a—o(lp+D)o7,
dl = dAu
c, = 1 (D.18)

Similarly, the formulas for the parameters of the second term read

Iy = Ta—o(lp+D) 1ol
dy = da+Ty'e(Tp+1)"dp,
det(l—‘AB) T
Cy = -2 —d5Md D.19
2 \/det(I‘g)det(FB ) exp [~dpMdp], (D-19)

where
M=TgTp+D)t - T+ o Ty 'o(Ts +1)~ " (D.20)

Since all the Wigner functions are normalized, the probability of a successful photon
subtraction reads P = C; + Cs.
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Appendix E

Wigner Function from the
Fock Basis

A single mode quantum state of light can be written using the Fock state representation
as,

P = me7n|m><n|. (E.1)
m,n
The Wigner function using polar coordinates reads,

W(’I’, 9) = Z pm,nWm,n(T7 9)7 (E2)

where (z = rcosf,p = rsinf) and W, ,,(r,0) is the Wigner function of the operator
|m)(n| which reads,

Win(r,0) = (—1)"{2!]1/2

' ei(m—n)@(\/ir)m—ne—r2 Lz—n(2r2) m>n
m  Lm!

Win = Win (E.3)
as shown in [86], where L7~ "(z) is a Laguerre polynomial,

L) = Z:: St ng!;;]ﬁ!m)!m!xm' (B4)

m=0
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Appendix F

Ideal Photon Subtraction

The initial bipartite two-mode squeezed vacuum state reads,
o0
Wi = VI= X S A"[n)a ® )z, (F.1)
n=0

where the state is normalized (1|¢)) = 1 as we have,

So(x)=Zx": 1ix' (F.2)
n=0

Two Photon Subtractions

The conditional photon subtraction on each mode can be described by the non-unitary
operator (with the same transmittance T on both beamsplitters),

XA@XB:tﬁATCALAQ@tﬁBTCALB, (F3)

where t = /T, as shown in Chapter 4. The conditional generated state can be written,
using the relations a|n) = y/njn—1), t"a = at® ! and t*|n) = t"|n) (see Appendix C),

VP2l)our = V1= XL =T)AY (TA)"(n +1)|n)a © |n), (F.4)

n=0

where po is the probability of success of the double photon subtraction.
First we determine the state conditioned on a successful subtraction,

[¥)out Y _(n+1)(TA)"|n)a @ |n)5. (F.5)

n=0

In order to normalize it we need to calculate Y . (T'A)*"(n + 1)?. Deriving among z
the equation (F.2) we obtain,

oo

d n 1
Si(w) = = So(w) = ;(n +1)a" = i (F.6)
Applying a second derivative we get,
$2(0) = 2 Sula) = S n+ D+ e = 2 F)
zx_d‘rQOx—nzon n x _(1—56)3 .
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Combining equations (F.6) and (F.7) we obtain

i}(m)%(n +1)? = So(T?\?) — S1(T?\?) = % (F.8)
Finally the final state reads,
o =[S Ly SN0+ Dlnta® o (.9)
and the probability of successfull photon subtraction reads,
p2=(1-T)°N%(1 — /\2)%. (F.10)

Four Photon Subtractions

The double conditional photon subtraction is model by applying the non-unitary op-
erator X% ® X%. The output state reads,

VD out = V1 — N2(1 = T)*TA\? i(n +2)(n+ D)(T*N)"|n)a @ [n)p,  (F.11)
n=0

where py is the probability of success of the four photon subtraction. First we determine
the state conditioned on a successful subtraction,

[W)out 0 D (n+2)(n + 1)(T2A)"|n)a ® |n) 5. (F.12)
n=0

In order to normalize it we need to calculate Yo~ (n+2)%(n+ 1)*(T%)\)?" we need to
define

S3(x) = d:c3 Z n+3 L — - _61)4’ (F.13)
and .
= (n !
Su(z) = d‘fc45( N :;4) x"z%. (F.14)
n=0 ’

Combining equations (F.7), (F.13) and (F.13) we obtain

oo

D> (422 (n+ DHT2N) = (F.15)

n=0
14 4T4N2 + T8\

= S4(T*N?) — 485(T*N\?) + 255(T*N\?) = 4 F.16
4( ) 3( )+ 2( ) (1—T4/\2)5 ( )
Finally the final state reads,
1 (1 —T4)\2) = .

[)out = 5\/ T 5 n;(n +2)(n + 1)A"n)a @ [n)s, (F.17)

and the probability of successfully subtracting four photons reads,

14+ 474N\ + T8)\4

p=4T%(1 —T)" (1 - \?) + + (F.18)

(1 _ T4A2)5



Appendix G

Calculation of G

In order to simplify the calculation,

G:/ / e_(‘”2+by2+2“y)dxdy,
o Jo

we use polar coordinates (x = rcosf,y = rsinf) giving

[e%S) /2 R R . )
G :/ / e T (a cos® O+bsin 9+265m9€080)’f‘d7‘d9.
0 0

2

Applying the following change of variables z = ar® we obtain,

e 1 [ 1
/ e~ pdp = —/ e fdz = —,
0 2a Jy 2a

which gives us,

1 1

/2
G:—/ — : d6.
2 Jo acos?6+ bsin® 6+ 2csinf cosb

Then G can be rewritten as,

1 (™2 1/ cos?§
G = _/ / cos do,
o a+btan®f + 2ctanf

(G.2)

(G.4)

(G.5)

which applying the following change of variables w = tan 6 reads (see [2] for the inte-

gral),
1 [ 1
G = = ——d
2/0 atbw?— 2w
1 arcta c+bw
= ———— | arctan ——
2v/ab — ¢? Vab — ¢? 0
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Appendix H

Incremental Proportionality of
Mutual Information

We want to proof the following statement.

By sending R bits of communication we can increase the correlations at most by R
shared perfect random bits.

At the beginning Alice has two systems X and X’ , see Fig. H.1, and Bob just one Y,
their correlations are measured by H(X, X":Y'). After Alice has sent the system X' to
Bob their correlations read H(X: X’,Y). The final correlations reads,

a) | Alice | Bob |
() () O
b CAice 1L Bob

Figure H.1: a) At the beginning Alice has two system X and X', and Bob just one Y.
Later Alice sends the system X’ to Bob. b) At the end Alice has system X and Bob
has X’ and Y.

HX:X'Y)=HX)+HX'Y)-H(X,X".Y) (H.1)
which can be upperbounded using the subadditivity of the entropy,
HX:X'Y)<HX)+HX')+H(Y)-H(X,X"Y). (H.2)
Then using H(X) < H(X, X') we obtain,
HX:XY) < [HX,X)+HY)-HX,X"Y)+H(X (H.3)
= H(X,X"“Y)+H(X'). (H.4)

We see that sending a signal X’ taking values from an alphabet of size d the maximum
increase of correlations is log d, which in the case of a binary alphabet is just 1 bit.
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Appendix I

Distance between
Purifications

Trace Distance and Fidelity

Two different measures are the most commonly used to measure the closeness of two
quantum states (p and o), the trace distance

D(p,0) = 3 lp ol (1)

and the fidelity

F(p,0) = Try/pt/20pt/2. (1.2)

Uhlmann’s Theorem [189, 136]

Consider p and o are states of a quantum system . Introduce a second register R
which is a copy of Q. Then

F(p,o) = max, (%@ (I1.3)

where the maximization is over all purifications |¢) of p and |¢) of ¢ into RQ.

Closeness of the Purifications

Consider two bipartite quantum states shared by Alice and Bob, pap and c4p. If the
two quantum state are close,
lpas - oaglhi< . (1.4)

Using the lower bound of the relation [136]

1—F(p,0’)§D(p70')§ Vl_F(an)z (15)

we obtain
F(pap,o0aB) > 1—¢/2. (1.6)

Using Uhlmann’s theorem we can show that there exists one purification Vg of pap
and ® 4pE of o04p which satisfies

F(Vapp, ®app) > 1 —¢€/2 (L.7)
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Then using the upperbound (I.5) we obtain,

”\I}ABE_(I)ABEH1§2 1—(1—6/2)2§2\/E. (18)



Appendix J

Detail of Calculation of
Section (8.4)

Calculation of equation (8.92)

We develop

using the definition of 7/, s’ et ¢’ in
bt —cs cr —at as — br

1 VX(ssinf —tcos) t—r\/xsinf r/xcost—s
T avT | Vx(ccos® —bsingd) ay/xsind—c b—ay/xcost

! s’ t’

Sp

that gives us,

x(ccos —bsind)* = p [(ay/xsind — ¢)* + (b — ay/x cos )] .

This equation can be simplified using the definition of a,b and ¢,

a = u/p
b = wsiné
c = wucosé

giving,
x cos® (§ +0) = p(px + 1 —2\/pxsin (£ +6)).
Using the identity cos? (¢ + 6) + sin® (£ + §) = 1, we obtain
(x = p) cos” (€ +6) = p(px +sin® (€ + 6) — 2/pxsin (€ +6))

which simplifies to

<X ; p) cos? (£ +6) = (sin(¢+0) — \/W)Q
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Calculation of equation (8.93)

Developping

(cr — at)?* + (as — br)® = r?(b* + c2) + a*(t* + s%) — 2ar(ct + bs) = d*T?*x

using the definition of a,b and ¢ we obtain

2+ p(t? + 5%) — 2r\/p(tcos€ + ssiné) = 5
u

Using
bt —cs =dT

and the definition of b and ¢ we obtain
utsiné —uscosé = dT'

that squaring and adding (¢ cos € + ssin&)? on both sides gives,
ar\?
t? 4+ 5% = <—> + (tcos€ + ssin)?
u

Replacing (J.14) into (J.11) gives
d*1?

u?

p(tcosé + ssin€)? — 2r\/p(tcosé + ssing) + 72 =

that can be simplified to
. 2 dT\2
[ = Vilteos¢ + ssing)]” = (=) (x =)

writting s as a function of ¢ using (J.13) we obtain
d

-t S = () -0

d*T2y

(x—»n)

(J.10)

(J.11)

(J.12)

(1.13)

(J.14)

(J.15)

(1.16)

(1.17)

We can obtain a second equation on r and ¢ by using the definition of the determi-

nant d = det Sx,

d = (bt —cs) + y/x cosb(rc —ta) + /xsinb(as — rb)

Replacing (bt — ¢s) by dT" and using the definition of a, b and ¢ we obtain,

rcos (6 + &) + /p(ssinf —tcosf) = gL\/;)

Writing s as a function of ¢ using (J.13) we obtain

TVp

rcos (8 + &)+ ty/p(sinftanf — cosf) = " X

that can be simplified to

cos§:ucos(9—|—§ VX pﬁ

Injecting equation (J.21) into (J.17) finally gives,

2
X—P 2 _ : -7
<T> cos’(E+6) = <s1n(§+p)+T—m> .

d [(1—T)+ sin ¢
cosé

NG d )[(1—T)+T\/_sin9]'

(J.18)

(J.19)

(3.20)

(J.21)

(J.22)
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