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## SUPPLEMENTAL MATERIAL

The quadrature operators $(\hat{q}, \hat{p})$ of the quantized electromagnetic field mode are related to the annihilation and creation operator $\hat{a}$ and $\hat{a}^{\dagger}$, respectively, according to $\hat{q}=\left(\hat{a}+\hat{a}^{\dagger}\right) / \sqrt{2}$ and $\hat{p}=i\left(\hat{a}^{\dagger}-\hat{a}\right) / \sqrt{2}$ and satisfy the canonical commutation relation $[\hat{q}, \hat{p}]=i$. For a quantum system of $n$ modes we group them as $\hat{\boldsymbol{R}}=\left(\hat{q}_{1}, \hat{p}_{1}, \hat{q}_{2}, \hat{p}_{2}, \ldots, \hat{q}_{n}, \hat{p}_{n}\right)^{\top}$. Then, for an $n$ mode quantum state $\hat{\rho}$ the coherent vector is given by $\boldsymbol{\alpha}=\langle\hat{\boldsymbol{R}}\rangle$ and the $2 n \times 2 n$ covariance matrix (CM) $\boldsymbol{V}$ has entries $V_{i k}=\frac{1}{2}\left\langle\left\{\hat{R}_{i}-\left\langle\hat{R}_{i}\right\rangle, \hat{R}_{k}-\left\langle\hat{R}_{k}\right\rangle\right\}\right\rangle$, where $\{$,$\} is the anti-commutator and \left\langle\hat{R}_{i}\right\rangle=\operatorname{Tr}\left[\hat{R}_{i} \hat{\rho}\right]$.

Let $\hat{\rho}^{\mathrm{G}}(\boldsymbol{\alpha}, \boldsymbol{V})$ be an $n$-mode Gaussian state with coherent vector $\boldsymbol{\alpha}$ and CM $\boldsymbol{V}$. Then, a Gaussian channel $\Phi$ is a completelypositive trace-preserving map which is closed on the set of Gaussian states [1]. It transforms input states with moments $\left\{\boldsymbol{\alpha}_{\text {in }}, \boldsymbol{V}_{\text {in }}\right\}$ to output states with moments $\left\{\boldsymbol{\alpha}_{\text {out }}, \boldsymbol{V}_{\text {out }}\right\}$ according to

$$
\begin{equation*}
\boldsymbol{\alpha}_{\mathrm{out}}=\boldsymbol{X} \boldsymbol{\alpha}_{\mathrm{in}}+\boldsymbol{\delta}, \quad \boldsymbol{V}_{\mathrm{out}}=\boldsymbol{X} \boldsymbol{V}_{\mathrm{in}} \boldsymbol{X}^{\top}+\boldsymbol{Y} \tag{1}
\end{equation*}
$$

where $\boldsymbol{\delta}$ is the displacement introduced by the channel, $\boldsymbol{X}$ is a $2 n \times 2 n$ real matrix, and $\boldsymbol{Y}$ is a $2 n \times 2 n$ real, symmetric, and non-negative matrix. As mentioned in the main text we choose $\boldsymbol{\delta}=0$ in what follows (since the capacity is not affected by $\boldsymbol{\delta}$ ), and focus on the action of the map $\Phi$ on second-order moments using the simplified notation $\Phi\left(\boldsymbol{V}_{\text {in }}\right)=\boldsymbol{V}_{\text {out }}$. Then, the map $\Phi$ is fully characterized by matrices $\boldsymbol{X}$ and $\boldsymbol{Y}$, which must satisfy $\boldsymbol{Y}+\frac{i}{2}\left(\boldsymbol{\Omega}-\boldsymbol{X} \boldsymbol{\Omega} \boldsymbol{X}^{\top}\right) \geq 0$ [1], where

$$
\boldsymbol{\Omega}=\bigoplus_{k=1}^{n}\left(\begin{array}{cc}
0 & 1  \tag{2}\\
-1 & 0
\end{array}\right)
$$

is the symplectic form [2]. For the one-mode case $n=1$ we define the parameters

$$
\begin{equation*}
\tau=\operatorname{det} \boldsymbol{X}, \quad y=\sqrt{\operatorname{det} \boldsymbol{Y}} \tag{3}
\end{equation*}
$$

which have to satisfy

$$
\begin{equation*}
y \geq \frac{|\tau-1|}{2} \tag{4}
\end{equation*}
$$

in order for the map to be physical.

$$
\text { Physical representation of non-thermal channels } \Phi^{\mathrm{CS}} \text { and } \Phi^{\mathrm{SQ}}
$$

Out of the seven canonical channels (see main text) the sixth one is the classical signal (or quadrature erasing) channel, which we denote by $\Phi^{\mathrm{CS}}$. Its action is defined by

$$
\boldsymbol{X}_{\mathrm{CS}}=\left(\begin{array}{ll}
1 & 0  \tag{5}\\
0 & 0
\end{array}\right), \quad \boldsymbol{Y}_{\mathrm{CS}}=\left(\begin{array}{cc}
y & 0 \\
0 & y
\end{array}\right), \quad y \geq \frac{1}{2}
$$

This channel can be physically implemented with a continuous-variable controlled-NOT (CV-NOT) gate [3, 4]. The corresponding scheme is depicted in Fig. 1](b), where $G=y+1 / 2$. Note that $\tau=0$, implying that $\Phi^{\mathrm{CS}}$ is always entanglement breaking (see Fig. 1 in the main text) and therefore, its classical capacity is additive [5, 6].

The seventh and last canonical channel is the single-quadrature classical noise channel, which we name $\Phi^{\mathrm{SQ}}$. Its action is defined by the matrices

$$
\boldsymbol{X}_{\mathrm{SQ}}=\mathbb{I}, \quad \boldsymbol{Y}_{\mathrm{SQ}}=\left(\begin{array}{cc}
0 & 0  \tag{6}\\
0 & \frac{1}{2}
\end{array}\right)
$$

where $\mathbb{I}$ is the $2 \times 2$ identity matrix. Equation (6) implies $\tau=1$ and $y=0$ (as the perfect transmission channel). The channel $\Phi^{\mathrm{SQ}}$ is not entanglement breaking [7].


FIG. 1. Realization of (a) the classical signal channel $\Phi^{\mathrm{CS}}$ and (b) the single-quadrature classical noise channel $\Phi^{\mathrm{SQ}}$ by a beamsplitter with transmissivity $T$ and a two-mode squeezer with gain $G$. Here $|0\rangle$ stands for the vacuum state and " - " denotes "tracing out" the mode.

In the following we explain the physical schemes of the channels $\Phi^{\mathrm{SQ}}$ and $\Phi^{\mathrm{CS}}$ as depicted in Fig. 1 (a) and (b). First, we discuss the main "building block" of these schemes, namely the CV-CNOT gate acting on a two-mode state with CM $\boldsymbol{V}_{\mathrm{in}, \mathrm{th}} \equiv \boldsymbol{V}_{\mathrm{in}} \oplus \boldsymbol{V}_{\mathrm{th}}$, consisting of a general input mode with $\mathrm{CM} \boldsymbol{V}_{\mathrm{in}}$ and an ancillary mode being in a thermal state with CM $V_{\mathrm{th}}$, i.e.

$$
\boldsymbol{V}_{\mathrm{in}}=\left(\begin{array}{cc}
v_{q} & v_{q p}  \tag{7}\\
v_{q p} & v_{p}
\end{array}\right), \quad \boldsymbol{V}_{\mathrm{th}}=\left(\begin{array}{cc}
y & 0 \\
0 & y
\end{array}\right) .
$$

In the following the input mode corresponds to the "control mode" of the CV-CNOT gate, whereas the output mode is either the control or target mode depending on the channel. The action of the symplectic transformation $\boldsymbol{M}_{\mathrm{CNOT}}$ (corresponding to the CV-CNOT gate) on the joint state reads [3, 4]

$$
\boldsymbol{M}_{\mathrm{CNOT}} \boldsymbol{V}_{\mathrm{in}, \mathrm{th}} \boldsymbol{M}_{\mathrm{CNOT}}{ }^{\top}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{8}\\
0 & 1 & 0 & -1 \\
1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{cccc}
v_{q} & v_{q p} & 0 & 0 \\
v_{q p} & v_{p} & 0 & 0 \\
0 & 0 & y & 0 \\
0 & 0 & 0 & y
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 1
\end{array}\right)=\left(\begin{array}{cccc}
v_{q} & v_{q p} & v_{q} & 0 \\
v_{q p} & v_{p}+y & v_{q p} & -y \\
v_{q} & v_{q p} & y+v_{q} & 0 \\
0 & -y & 0 & y
\end{array}\right) .
$$

Tracing out the target mode in Eq. (8) [as shown in Fig. 1](a)] and taking the ancillary mode to be in the vacuum state $(y=1 / 2)$ leads to the output of the single quadrature additive noise channel $\Phi^{\mathrm{SQ}}$. In case of the channel $\Phi^{\mathrm{CS}}$ the ancillary mode with CM $\boldsymbol{V}_{\text {th }}$ is the output of the two-mode squeezer with gain $G$ [Fig. 1 (b)], therefore, $y=G-1 / 2$. Tracing out the control mode in Eq. (8) [as shown in Fig. 1(b)] leads to the output for the classical signal channel $\Phi^{\mathrm{CS}}$.

## Proof of Theorem 1 and method how to obtain new decomposition



FIG. 2. Equivalence of (a) an arbitrary Gaussian channel $\Phi$, (b) the canonical decomposition containing a canonical channel $\Phi^{\mathrm{C}}$ and (c) the decomposition in terms of the fiducial channel $\Phi^{\mathrm{F}}$ as stated in Theorem 1

Theorem 1. For a single-mode Gaussian channel $\Phi$ defined by matrices $\boldsymbol{X}$ and $\boldsymbol{Y}$ with $\tau \neq 0$ and $y>0$, there exists a fiducial channel $\Phi^{\mathrm{F}}$ defined by matrices $\boldsymbol{X}_{\mathrm{F}}(\tau)=\sqrt{|\tau|} \operatorname{diag}(1, \operatorname{sgn}(\tau)), \boldsymbol{Y}_{\mathrm{F}}(y, s)=y \operatorname{diag}\left(e^{2 s}, e^{-2 s}\right)$ with $\tau$ and $y$ obtained from Eq. (3) of the main text, a symplectic transformation $\boldsymbol{M}$, and a rotation in phase space $\boldsymbol{\Theta}$ such that

$$
\begin{equation*}
\boldsymbol{X}=\boldsymbol{M} \boldsymbol{X}_{\mathrm{F}}(\tau) \boldsymbol{\Theta}, \boldsymbol{Y}=\boldsymbol{M} \boldsymbol{Y}_{\mathrm{F}}(y, s) \boldsymbol{M}^{\top} \tag{9}
\end{equation*}
$$

where the explicit dependencies of $\boldsymbol{M}, \boldsymbol{\Theta}$, and s on the parameters of the channel $\Phi$ are presented in Eqs. (15)-(25).

Proof. The action of the single-mode Gaussian channel $\Phi$ on an input CM $\boldsymbol{V}_{\mathrm{in}}$ reads according to Eq. (1)

$$
\begin{equation*}
\Phi\left(\boldsymbol{V}_{\mathrm{in}}\right)=\boldsymbol{V}_{\text {out }}=\boldsymbol{X} \boldsymbol{V}_{\mathrm{in}} \boldsymbol{X}^{\top}+\boldsymbol{Y} \tag{10}
\end{equation*}
$$

where $\boldsymbol{X}$ is a real $2 \times 2$ matrix and $\boldsymbol{Y}$ a real, symmetric and non-negative $2 \times 2$ matrix. In [9-11] it was stated that for any Gaussian channel $\Phi$ there exists a canonical decomposition $\Phi=U_{2} \circ \Phi^{\mathrm{C}} \circ U_{1}$, where $\Phi^{\mathrm{C}}$ is a map belonging to one of the seven canonical types that are stated in the main text in Table 1. The corresponding action on the CM reads

$$
\begin{equation*}
\boldsymbol{V}_{\text {out }}=\boldsymbol{M}_{2}\left(\boldsymbol{X}_{\mathrm{C}} \boldsymbol{M}_{1} \boldsymbol{V}_{\mathrm{in}} \boldsymbol{M}_{1}^{\top} \boldsymbol{X}_{\mathrm{C}}+\boldsymbol{Y}_{\mathrm{C}}\right) \boldsymbol{M}_{2}^{\top} \tag{11}
\end{equation*}
$$

where $\boldsymbol{X}_{\mathrm{C}}, \boldsymbol{Y}_{\mathrm{C}}$ are the matrices defining the canonical channels (see Table 1 in the main text) and $\boldsymbol{M}_{1}, \boldsymbol{M}_{2}$ are matrices corresponding to symplectic transformations realizing unitaries $U_{1}, U_{2}$. In the following we obtain the new decomposition in terms of the fiducial channel as stated in the Theorem and furthermore, confirm Eq. (11). The proof is structured as follows. For given matrices $\boldsymbol{X}, \boldsymbol{Y}$ we have to distinguish three cases which depend on the ranks of $\boldsymbol{X}$ and $\boldsymbol{Y}$ and correspond to canonical decompositions for which $\Phi^{\mathrm{C}}$ is either $\Phi^{\mathrm{TH}}, \Phi^{\mathrm{SQ}}$ or $\Phi^{\mathrm{CS}}$. In the first case our new decomposition will contain finite squeezing operations, while for the other two cases the new decomposition is shown to be valid in a proper limit of infinite squeezing.

For the following calculations we define the symplectic matrices corresponding to a rotation and a squeezing operation, i.e.

$$
\boldsymbol{O}(\theta)=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{12}\\
\sin \theta & \cos \theta
\end{array}\right), \quad \boldsymbol{S}(s)=\left(\begin{array}{cc}
e^{s} & 0 \\
0 & e^{-s}
\end{array}\right)
$$

We sometimes omit the explicit dependence on the rotation angle or squeezing parameter. For the given CM $\boldsymbol{Y}$ there exists a rotation $\boldsymbol{\Theta}_{Y}=\boldsymbol{O}\left(\theta_{Y}\right)$, such that $\boldsymbol{\Theta}_{Y}^{\top} \boldsymbol{Y} \boldsymbol{\Theta}_{Y}=\operatorname{diag}\left(y_{1}, y_{2}\right)$, where $y_{1}, y_{2} \geq 0$ are the eigenvalues of $\boldsymbol{Y}$. Since matrix $\boldsymbol{X}$ is real it has a singular value decomposition (SVD)

$$
\begin{equation*}
\boldsymbol{X}=\boldsymbol{\Theta}_{1 X} \Lambda_{X} \boldsymbol{J} \Theta_{2 X} \tag{13}
\end{equation*}
$$

where $\boldsymbol{\Theta}_{1 X}=\boldsymbol{O}\left(\theta_{1 X}\right), \boldsymbol{\Theta}_{2 X}=\boldsymbol{O}\left(\theta_{2 X}\right)$ and

$$
\Lambda_{X}=\operatorname{diag}\left(x_{1}, x_{2}\right), \quad \boldsymbol{J}= \begin{cases}\mathbb{I} & \text { if } \tau \geq 0  \tag{14}\\ \sigma_{z} & \text { if } \tau<0\end{cases}
$$

Here, $x_{1}, x_{2} \geq 0$ are the singular values and $\sigma_{z}=\operatorname{diag}(1,-1)$. Using equality $\operatorname{det} \boldsymbol{X}=\operatorname{det}\left(\Lambda_{X} \boldsymbol{J}\right)$ and Eq. (3) we get $\tau= \pm x_{1} x_{2}$ and $y=\sqrt{y_{1} y_{2}}$. The condition on the determinants of $\boldsymbol{X}$ and $\boldsymbol{Y}$ stated in Eq. (4) allows us to exclude the following combinations of ranks because they are non-physical: $(\operatorname{rank}(\boldsymbol{X}), \operatorname{rank}(\boldsymbol{Y})) \notin\{(0,0),(0,1),(1,0),(1,1)\}$. The physically allowed combinations of ranks therefore read $(\operatorname{rank}(\boldsymbol{X}), \operatorname{rank}(\boldsymbol{Y})) \in\{(2,2),(0,2),(2,0),(1,2),(2,1)\}$. Our theorem corresponds to the case $(\operatorname{rank}(\boldsymbol{X}), \operatorname{rank}(\boldsymbol{Y}))=(2,2)$ which we prove at first. Then, we extend it to the second and third "physical" couple and finally treat the last two individually.

We begin with the case that is stated in the Theorem, i.e. $\operatorname{rank}(\boldsymbol{X})=\operatorname{rank}(\boldsymbol{Y})=2$. The latter implies that $x_{1}, x_{2}, y_{1}, y_{2} \neq 0$. Then we can construct the squeezing operation $\boldsymbol{S}_{Y}=\boldsymbol{S}\left(s_{Y}\right)$, with $s_{Y}=\frac{1}{4} \ln \left(y_{1} / y_{2}\right)$ such that $\boldsymbol{S}_{Y}^{-1} \operatorname{diag}\left(y_{1}, y_{2}\right) \boldsymbol{S}_{Y}^{-1}=$ $\operatorname{diag}(y, y)$. This implies that

$$
\begin{equation*}
\boldsymbol{Y}=\boldsymbol{\Theta}_{Y} \boldsymbol{S}_{Y} \boldsymbol{Y}_{\mathrm{TH}} \boldsymbol{S}_{Y} \boldsymbol{\Theta}_{Y}^{\top}=y \boldsymbol{\Theta}_{Y} \boldsymbol{S}_{Y}^{2} \boldsymbol{\Theta}_{Y}^{\top}, \quad \boldsymbol{Y}_{\mathrm{TH}}=\operatorname{diag}(y, y) \tag{15}
\end{equation*}
$$

Here the symplectic transformation $\left(\boldsymbol{\Theta}_{Y} \boldsymbol{S}_{Y}\right)^{-1}$ realizes the symplectic diagonalization of $\boldsymbol{Y}$, where $y$ is the symplectic eigenvalue. Furthermore, we can define a squeezing operation $\boldsymbol{S}_{X}=\boldsymbol{S}\left(s_{X}\right)$, with $s_{X}=\frac{1}{2} \ln \left(x_{1} / x_{2}\right)$, such that Eq. 13) can be written as

$$
\boldsymbol{X}=\boldsymbol{\Theta}_{1 X} \boldsymbol{S}_{X} \boldsymbol{X}_{\mathrm{TH}} \boldsymbol{\Theta}_{2 X}, \quad \boldsymbol{X}_{\mathrm{TH}}=\left(\begin{array}{cc}
\sqrt{|\tau|} & 0  \tag{16}\\
0 & \operatorname{sgn}(\tau) \sqrt{|\tau|}
\end{array}\right)
$$

Notice that the matrix $\boldsymbol{X}_{\text {TH }}$ has the property that

$$
\begin{equation*}
\boldsymbol{X}_{\mathrm{TH}} \boldsymbol{O}(\theta)=\boldsymbol{O}(\operatorname{sgn}(\tau) \theta) \boldsymbol{X}_{\mathrm{TH}} \tag{17}
\end{equation*}
$$

Now we obtain the decomposition $\boldsymbol{Y}=\boldsymbol{M} \boldsymbol{Y}_{\mathrm{F}} \boldsymbol{M}^{\top}$ in the following way. We define

$$
\begin{equation*}
\boldsymbol{M}=\boldsymbol{\Theta}_{1 X} \boldsymbol{S}_{X} \boldsymbol{\Theta}_{\mathrm{F}}^{\top} \tag{18}
\end{equation*}
$$

where $\Theta_{\mathrm{F}}$ will be determined in the following. Then, we multiply $\boldsymbol{Y}$ in Eq. 15 from both sides with the identity matrix $\mathbb{I}=\boldsymbol{M} \Theta_{\mathrm{F}} \boldsymbol{S}_{X}^{-1} \boldsymbol{\Theta}_{1 X}^{\top}$,

$$
\begin{equation*}
\mathbb{I} \boldsymbol{Y} \mathbb{I}=y \boldsymbol{M} \boldsymbol{\Theta}_{\mathrm{F}} \boldsymbol{S}_{X}^{-1} \boldsymbol{\Theta}_{1 X}^{\top} \boldsymbol{\Theta}_{Y} \boldsymbol{S}_{Y}^{2} \boldsymbol{\Theta}_{Y}^{\top} \boldsymbol{\Theta}_{1 X} \boldsymbol{S}_{X}^{-1} \boldsymbol{\Theta}_{\mathrm{F}}^{\top} \boldsymbol{M}^{\top} \tag{19}
\end{equation*}
$$

Now we define

$$
\begin{equation*}
\boldsymbol{Y}_{\mathrm{F}}=y \boldsymbol{\Theta}_{\mathrm{F}} \boldsymbol{S}_{X}^{-1} \boldsymbol{\Theta}_{1 X}^{\top} \boldsymbol{\Theta}_{Y} \boldsymbol{S}_{Y}^{2} \boldsymbol{\Theta}_{Y}^{\top} \boldsymbol{\Theta}_{1 X} \boldsymbol{S}_{X}^{-1} \boldsymbol{\Theta}_{\mathrm{F}}^{\top} \tag{20}
\end{equation*}
$$

and thus, obtain the desired decomposition $\boldsymbol{Y}=\boldsymbol{M} \boldsymbol{Y}_{\mathrm{F}} \boldsymbol{M}^{\top}$. Moreover, we chose the rotation $\boldsymbol{\Theta}_{\mathrm{F}}$ in a way such that matrix $\boldsymbol{Y}_{\mathrm{F}}$ is diagonal, i.e. $\boldsymbol{Y}_{\mathrm{F}}=y \operatorname{diag}\left(e^{2 s}, e^{-2 s}\right)$. This implies the following expression for the squeezing parameter $s$

$$
\begin{align*}
& s=\frac{1}{2} \ln \left[\frac{1}{4} e^{-2\left(s_{X}+s_{Y}\right)}\left(\xi-\sqrt{-16 e^{4\left(s_{X}+s_{Y}\right)}+\xi^{2}}\right)\right]  \tag{21}\\
& \xi=\left(1+e^{4 s_{Y}}\right)\left(1+e^{4 s_{X}}\right)-\left(-1+e^{4 s_{Y}}\right)\left(-1+e^{4 s_{X}}\right) \cos \left(2\left(\theta_{Y}-\theta_{1 X}\right)\right)
\end{align*}
$$

The angle $\theta_{\mathrm{F}}$ of rotation $\boldsymbol{\Theta}_{\mathrm{F}}=\boldsymbol{O}\left(\theta_{\mathrm{F}}\right)$ reads

$$
\begin{equation*}
\theta_{\mathrm{F}}=-\arcsin \left(\frac{\operatorname{sgn}(\lambda)}{\sqrt{1+\lambda^{2}}}\right) \tag{22}
\end{equation*}
$$

where

$$
\begin{align*}
& \lambda=-\frac{e^{-2 s_{X}}\left(\tilde{\xi}+\sqrt{-16 e^{4\left(s_{X}+s_{Y}\right)}+\xi^{2}}\right)}{2 \sin \left(2\left(\theta_{Y}-\theta_{1 X}\right)\right)\left(-1+e^{4 s_{Y}}\right)}  \tag{23}\\
& \tilde{\xi}=\left(1+e^{4 s_{Y}}\right)\left(-1+e^{4 s_{X}}\right)-\left(-1+e^{4 s_{Y}}\right)\left(1+e^{4 s_{X}}\right) \cos \left(2\left(\theta_{Y}-\theta_{1 X}\right)\right)
\end{align*}
$$

Using definition $\boldsymbol{X}_{\mathrm{F}}=\sqrt{|\tau|} \operatorname{diag}(1, \operatorname{sgn}(\tau))$ and Eq. 17) one can rewrite Eq. 16) as

$$
\begin{equation*}
\boldsymbol{X}=\boldsymbol{\Theta}_{1 X} \boldsymbol{S}_{X} \boldsymbol{\Theta}_{\mathrm{F}}^{\mathrm{T}} \boldsymbol{\Theta}_{\mathrm{F}} \boldsymbol{X}_{\mathrm{F}} \boldsymbol{\Theta}_{2 X}=\boldsymbol{\Theta}_{1 X} \boldsymbol{S}_{X} \boldsymbol{\Theta}_{\mathrm{F}}^{\top} \boldsymbol{X}_{\mathrm{F}} \boldsymbol{O}\left(\operatorname{sgn}(\tau) \theta_{\mathrm{F}}\right) \boldsymbol{\Theta}_{2 X}=\boldsymbol{M} \boldsymbol{X}_{\mathrm{F}} \boldsymbol{\Theta} \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\Theta}=\boldsymbol{O}\left(\operatorname{sgn}(\tau) \theta_{\mathrm{F}}+\theta_{2 X}\right) \tag{25}
\end{equation*}
$$

In summary, we found matrices $\boldsymbol{M}, \boldsymbol{\Theta}$ and the explicit parameters of $\boldsymbol{X}_{\mathrm{F}}$ and $\boldsymbol{Y}_{\mathrm{F}}$ such that

$$
\begin{equation*}
\boldsymbol{X}=\boldsymbol{M} \boldsymbol{X}_{\mathrm{F}} \boldsymbol{\Theta}, \quad \boldsymbol{Y}=\boldsymbol{M} \boldsymbol{Y}_{\mathrm{F}} \boldsymbol{M}^{\top} \tag{26}
\end{equation*}
$$

and thus, we have proven the Theorem.
Now let us extend Theorem 1 to other combinations of ranks.
$\operatorname{rank}(\boldsymbol{X})=2, \operatorname{rank}(\boldsymbol{Y})=0$ : Since $\boldsymbol{Y}=0$ it follows that $y=0$, which together with Eq. (4) implies that $\tau=1$. Note that the channel is unitarily equivalent to the perfect transmission channel. All relations derived above are found in the same way where one has to fix $s_{Y}=\theta_{Y}=0$, which leads to $\boldsymbol{S}_{Y}=\boldsymbol{\Theta}_{Y}=\mathbb{I}$.
$\operatorname{rank}(\boldsymbol{X})=0, \operatorname{rank}(\boldsymbol{Y})=2$ : This case can also be treated using the above relations. Since $\boldsymbol{X}=0$ it follows that $\tau=0$, which together with Eq. (4) implies that $y \geq 1 / 2$. This channel is unitarily equivalent to the zero-transmission channel and has trivially a capacity equal to zero. The decomposition containing the fiducial channel is found as above where one has to fix $s_{X}=\theta_{1 X}=\theta_{2 X}=0$.

We remark that for $(\operatorname{rank}(\boldsymbol{X}), \operatorname{rank}(\boldsymbol{Y})) \in\{(2,2),(0,2),(2,0)\}$ the physical action of $\Phi$ corresponds (up to unitaries) to the action of $\Phi^{\mathrm{TH}}$. Indeed, by inserting Eqs. (15) and in Eq. (10) one obtains the canonical decomposition $\Phi=U_{2} \circ \Phi^{\mathrm{TH}} \circ U_{1}$, which in terms of the symplectic transformations reads as in Eq. (11), with

$$
\begin{equation*}
\boldsymbol{X}_{\mathrm{C}}=\boldsymbol{X}_{\mathrm{TH}}, \quad \boldsymbol{Y}_{\mathrm{C}}=\boldsymbol{Y}_{\mathrm{TH}}, \quad \boldsymbol{M}_{1}=\boldsymbol{S}_{Y}^{-1} \boldsymbol{\Theta}_{Y}^{\prime}{ }^{\top} \boldsymbol{\Theta}_{1 X}^{\prime} \boldsymbol{S}_{X} \boldsymbol{\Theta}_{2 X}, \quad \boldsymbol{M}_{2}=\boldsymbol{\Theta}_{Y} \boldsymbol{S}_{Y} \tag{27}
\end{equation*}
$$

where $\boldsymbol{\Theta}_{Y}^{\prime}=\boldsymbol{O}\left(\operatorname{sgn}(\tau) \theta_{Y}\right)$ and $\boldsymbol{\Theta}_{1}{ }_{X}=\boldsymbol{O}\left(\operatorname{sgn}(\tau) \theta_{1 X}\right)$. In Fig. 2 we sketched the equivalences found above.
$\operatorname{rank}(\boldsymbol{X})=2, \operatorname{rank}(\boldsymbol{Y})=1$ : This implies $y=0$ and together with Eq. (4) that $\tau=1$. The eigenvalues of $\boldsymbol{Y}$ now read $y_{1}=0, y_{2}>0$ (the other case $y_{1}>0, y_{2}=0$ can be treated equivalently). Similarly to the case $\operatorname{rank}(\boldsymbol{Y})=2$ one can find
a rotation $\boldsymbol{\Theta}_{Y}$ such that $\boldsymbol{\Theta}_{Y}^{\top} \boldsymbol{Y} \boldsymbol{\Theta}_{Y}=\operatorname{diag}\left(0, y_{2}\right)$. Then, one can construct a squeezing operation $\boldsymbol{S}_{Y}$ with $s_{Y}=-\frac{1}{2} \ln \left(2 y_{2}\right)$ which yields

$$
\begin{equation*}
\boldsymbol{Y}=\boldsymbol{\Theta}_{Y} \boldsymbol{S}_{Y} \boldsymbol{Y}_{\mathrm{SQ}} \boldsymbol{S}_{Y} \boldsymbol{\Theta}_{Y}^{\mathrm{T}}, \quad \boldsymbol{Y}_{\mathrm{SQ}}=\operatorname{diag}\left(0, \frac{1}{2}\right) \tag{28}
\end{equation*}
$$

The matrix $\boldsymbol{Y}_{\mathrm{SQ}}$ can be recovered with an additional squeezer $\boldsymbol{S}_{T}=\boldsymbol{S}\left(s_{T}\right)$ in the limit of infinite squeezing, i.e. $\boldsymbol{Y}_{\mathrm{SQ}}=$ $\lim _{s_{T} \rightarrow \infty} \frac{1}{2} e^{-2 s_{T}} \boldsymbol{S}_{T}^{-2}$ from which follows

$$
\begin{equation*}
\boldsymbol{Y}=\lim _{s_{T} \rightarrow \infty} \frac{1}{2} e^{-2 s_{T}} \boldsymbol{\Theta}_{Y} \boldsymbol{S}_{Y} \boldsymbol{S}_{T}^{-2} \boldsymbol{S}_{Y} \boldsymbol{\Theta}_{Y}^{\top}=\lim _{s_{T} \rightarrow \infty} \frac{1}{2} e^{-2 s_{T}} \boldsymbol{\Theta}_{Y} \boldsymbol{S}_{Y T}^{2} \boldsymbol{\Theta}_{Y}^{\top} \tag{29}
\end{equation*}
$$

where $\boldsymbol{S}_{Y T}=\boldsymbol{S}\left(s_{Y}-s_{T}\right)$. Since $\operatorname{rank}(\boldsymbol{X})=2$ we can decompose $\boldsymbol{X}$ as in Eq. 16 but with the simplification $\tau=1$, i.e.

$$
\begin{equation*}
\boldsymbol{X}=\boldsymbol{\Theta}_{1 X} \boldsymbol{S}_{X} \boldsymbol{X}_{\mathrm{SQ}} \boldsymbol{\Theta}_{2 X}, \quad \boldsymbol{X}_{\mathrm{SQ}}=\mathbb{I} \tag{30}
\end{equation*}
$$

We observe that we can replace $\boldsymbol{X}_{\mathrm{SQ}}=\boldsymbol{X}_{\mathrm{F}}$, where $\boldsymbol{X}_{\mathrm{F}}$ is as defined as above with $\tau=1$. Thus, we get the same decomposition as stated in Eq. 16. Now one can recover both matrices $\boldsymbol{X}, \boldsymbol{Y}$ as a limiting case of Eq. 26, namely,

$$
\begin{equation*}
\boldsymbol{X}=\lim _{s_{T} \rightarrow \infty} \boldsymbol{M} \boldsymbol{X}_{\mathrm{F}} \boldsymbol{\Theta}, \quad \boldsymbol{Y}=\lim _{s_{T} \rightarrow \infty} \boldsymbol{M} \boldsymbol{Y}_{\mathrm{F}} \boldsymbol{M}^{\top} \tag{31}
\end{equation*}
$$

where in the definitions of $\boldsymbol{M}$ (18), $\boldsymbol{\Theta}$ (25) and $\boldsymbol{Y}_{\mathrm{F}}$ 20) one has to make replacements $\tau \rightarrow 1, s_{Y} \rightarrow s_{Y}-s_{T}$ and $y \rightarrow \frac{1}{2} e^{-2 s_{T}}$. This replacement only affects matrix $\boldsymbol{Y}_{\mathrm{F}}$ and rotations $\boldsymbol{\Theta}_{\mathrm{F}}$ and $\Theta$. Thus, we recovered both matrices $\boldsymbol{X}$ and $\boldsymbol{Y}$ as a limiting case of the decomposition stated in the Theorem.

Note that the physical action of $\Phi$ in this case corresponds (up to unitaries) to the action of $\Phi^{\text {SQ: by inserting Eqs. 30) and }}$ (28) into Eq. (10) we recover the canonical decomposition $\Phi=U_{2} \circ \Phi^{\mathrm{SQ}} \circ U_{1}$, which in terms of the symplectic transformations is given by Eq. 11, with

$$
\begin{equation*}
\boldsymbol{X}_{\mathrm{C}}=\boldsymbol{X}_{\mathrm{SQ}}, \quad \boldsymbol{Y}_{\mathrm{C}}=\boldsymbol{Y}_{\mathrm{SQ}}, \quad \boldsymbol{M}_{1}=\boldsymbol{S}_{Y}^{-1} \boldsymbol{\Theta}_{Y}^{\top} \boldsymbol{\Theta}_{1 X} \boldsymbol{S}_{X} \boldsymbol{\Theta}_{2 X}, \quad \boldsymbol{M}_{2}=\boldsymbol{\Theta}_{Y} \boldsymbol{S}_{Y} \tag{32}
\end{equation*}
$$

$\operatorname{rank}(\boldsymbol{X})=1, \operatorname{rank}(\boldsymbol{Y})=2$ : Since in this case $\tau=0$, it follows from Eq. (4) that $y \geq \frac{1}{2}$. The SVD of $\boldsymbol{X}$ now reads $\boldsymbol{X}=\boldsymbol{\Theta}_{1 X} \operatorname{diag}\left(x_{1}, 0\right)$ (the other case $x_{1}=0, x_{2}>0$ can be treated equivalently). One can define $\boldsymbol{S}_{X}=\boldsymbol{S}\left(s_{X}\right)$ with $s_{X}=\ln \left(x_{1}\right)$ such that

$$
\begin{equation*}
\boldsymbol{X}=\boldsymbol{\Theta}_{1 X} \boldsymbol{S}_{X} \boldsymbol{X}_{\mathrm{CS}}, \quad \boldsymbol{X}_{\mathrm{CS}}=\operatorname{diag}(1,0) \tag{33}
\end{equation*}
$$

Since $\boldsymbol{X}_{\mathrm{CS}}$ can be expressed as $\boldsymbol{X}_{\mathrm{CS}}=\lim _{s_{T} \rightarrow \infty} e^{-s_{T}} \boldsymbol{S}_{T}$, where $\boldsymbol{S}_{T}=\boldsymbol{S}\left(s_{T}\right)$, Eq. 33) becomes

$$
\begin{equation*}
\boldsymbol{X}=\lim _{s_{T} \rightarrow \infty} e^{-s_{T}} \boldsymbol{\Theta}_{1 X} \boldsymbol{S}_{X} \boldsymbol{S}_{T}=\lim _{s_{T} \rightarrow \infty} e^{-s_{T}} \boldsymbol{\Theta}_{1 X} \boldsymbol{S}_{X T} \tag{34}
\end{equation*}
$$

where $\boldsymbol{S}_{X T}=\boldsymbol{S}\left(s_{X}+s_{T}\right)$. Since $y \geq \frac{1}{2}$ we find as in the case $y>0$ treated above [see derivation of Eq. (15)], a rotation $\boldsymbol{\Theta}_{Y}$ and squeezing $\boldsymbol{S}_{Y}$ such that

$$
\begin{equation*}
\boldsymbol{Y}=\boldsymbol{\Theta}_{Y} \boldsymbol{S}_{Y} \boldsymbol{Y}_{\mathrm{CS}} \boldsymbol{S}_{Y} \boldsymbol{\Theta}_{Y}^{\top}, \quad \boldsymbol{Y}_{\mathrm{CS}}=\operatorname{diag}(y, y), \quad y \geq \frac{1}{2} \tag{35}
\end{equation*}
$$

Thus, we recover matrices $\boldsymbol{X}, \boldsymbol{Y}$ as a limiting case of Eq. [26), i.e.

$$
\begin{equation*}
\boldsymbol{X}=\lim _{s_{T} \rightarrow \infty} \boldsymbol{M} \boldsymbol{X}_{\mathrm{F}} \boldsymbol{\Theta}, \quad \boldsymbol{Y}=\lim _{s_{T} \rightarrow \infty} \boldsymbol{M} \boldsymbol{Y}_{\mathrm{F}} \boldsymbol{M}^{\top} \tag{36}
\end{equation*}
$$

where in the definitions of $\boldsymbol{M}$ (18) and $\boldsymbol{\Theta}$ (25) one has to make replacements $\theta_{2 X} \rightarrow 0, s_{X} \rightarrow s_{X}+s_{T}$ and $\tau \rightarrow e^{-2 s_{T}}$. Note that this replacement affects $\boldsymbol{M}$ but does not affect matrix $\boldsymbol{Y}$ stated in Eq. (35). Therefore, we found also for the last case both matrices $\boldsymbol{X}, \boldsymbol{Y}$ as limiting cases of the decomposition stated in the Theorem.

Now we demonstrate that (up to unitaries) the physical action of $\Phi$ in this case corresponds to the action of $\Phi^{\mathrm{CS}}$. By inserting Eqs. (35) and (33) in Eq. 10), we obtain

$$
\begin{equation*}
\Phi\left(\boldsymbol{V}_{\mathrm{in}}\right)=\tilde{\boldsymbol{M}}\left(\tilde{\boldsymbol{X}} \boldsymbol{V}_{\mathrm{in}} \tilde{\boldsymbol{X}}^{\top}+\boldsymbol{Y}_{\mathrm{CS}}\right) \tilde{\boldsymbol{M}}^{\top}, \quad \tilde{\boldsymbol{X}}=\boldsymbol{S}_{Y}^{-1} \boldsymbol{\Theta}_{Y}^{\top} \boldsymbol{\Theta}_{1 X} \boldsymbol{S}_{X} \boldsymbol{X}_{\mathrm{CS}}, \quad \tilde{\boldsymbol{M}}=\boldsymbol{\Theta}_{Y} \boldsymbol{S}_{Y} \tag{37}
\end{equation*}
$$

For the real $2 \times 2$ matrix $\tilde{\boldsymbol{X}}$ one can again obtain the SVD which leads to $\tilde{\boldsymbol{X}}=\tilde{\boldsymbol{\Theta}}_{X} \tilde{\boldsymbol{S}}_{X} \boldsymbol{X}_{\mathrm{CS}}$. Since $\tilde{\boldsymbol{S}}_{X} \boldsymbol{X}_{\mathrm{CS}}=\boldsymbol{X}_{\mathrm{CS}} \tilde{\boldsymbol{S}}_{X}$ we obtain the canonical decomposition $\Phi=U_{2} \circ \Phi^{\mathrm{CS}} \circ U_{1}$ in terms of the symplectic transformations as stated in Eq. (11), with

$$
\begin{equation*}
\boldsymbol{X}_{\mathrm{C}}=\boldsymbol{X}_{\mathrm{CS}}, \quad \boldsymbol{Y}_{\mathrm{C}}=\boldsymbol{Y}_{\mathrm{CS}}, \quad \boldsymbol{M}_{1}=\tilde{\boldsymbol{S}}_{X}, \quad \boldsymbol{M}_{2}=\boldsymbol{\Theta}_{Y} \boldsymbol{S}_{Y} \tilde{\boldsymbol{\Theta}}_{X} \tag{38}
\end{equation*}
$$

Thus, we extended the Theorem to lower rank cases of $\boldsymbol{X}$ and $\boldsymbol{Y}$.
We remark that both channels $\Phi^{\mathrm{SQ}}$ and $\Phi^{\mathrm{CS}}$ are obtained by gradually increasing $s_{T}$ and since for each finite $s_{T}$ Corollary 1 (stated in the main text) holds, it also remains valid in the limit $s_{T} \rightarrow \infty$.

## Derivation of simplified expression for the one-shot Gaussian capacity

In the following we show that the one-shot Gaussian capacity of a single-mode Gaussian channel $\Phi$ can be expressed as

$$
\begin{align*}
C_{\chi}^{\mathrm{G}}(\Phi, \bar{N}) & =\max _{\boldsymbol{V}_{\mathrm{in}}, \boldsymbol{V}_{\mathrm{mod}}}\left\{\chi^{\mathrm{G}}(\bar{\nu}, \nu) \mid \operatorname{Tr}\left[\boldsymbol{V}_{\mathrm{in}}+\boldsymbol{V}_{\mathrm{mod}}\right] \leq 2 \bar{N}+1\right\}  \tag{39}\\
\chi^{\mathrm{G}} & =g\left(\bar{\nu}-\frac{1}{2}\right)-g\left(\nu-\frac{1}{2}\right)  \tag{40}\\
g(x) & =(x+1) \log _{2}(x+1)-x \log _{2} x \tag{41}
\end{align*}
$$

where $g(0)=0, \boldsymbol{V}_{\text {in }}$ is the CM of a pure Gaussian input state fulfilling $\operatorname{det}\left(2 \boldsymbol{V}_{\mathrm{in}}\right)=1, \boldsymbol{V}_{\mathrm{mod}}$ is the CM of a classical Gaussian distribution used to displace the input state and to generate the modulated input state with CM $\overline{\boldsymbol{V}}_{\text {in }}=\boldsymbol{V}_{\text {in }}+\boldsymbol{V}_{\text {mod }}$ where $\operatorname{Tr}\left[\overline{\boldsymbol{V}}_{\text {in }}\right] \leq 2 \bar{N}+1$. Furthermore, $\nu=\sqrt{\operatorname{det} \boldsymbol{V}_{\underline{\text { out }}}}$ and $\bar{\nu}=\sqrt{\operatorname{det} \overline{\boldsymbol{V}}_{\text {out }}}$ are the symplectic eigenvalues of the output and modulated output state with CM $\boldsymbol{V}_{\text {out }}=\Phi\left(\boldsymbol{V}_{\text {in }}\right)$ and $\overline{\boldsymbol{V}}_{\text {out }}=\Phi\left(\overline{\boldsymbol{V}}_{\text {in }}\right)$, respectively.

Equation (39) states that among all possible Gaussian sources characterized by a measure $\mu^{\mathrm{G}}(d \boldsymbol{\alpha}, d \boldsymbol{V})$ over the set of Gaussian states $\hat{\rho}^{\mathrm{G}}(\boldsymbol{\alpha}, \boldsymbol{V})$ of mean $\boldsymbol{\alpha}$ an CM $\boldsymbol{V}$, the source optimizing the Gaussian capacity corresponds to a single pure Gaussian state $\hat{\rho}^{\mathrm{G}}\left(0, \boldsymbol{V}_{\text {in }}\right)$ with covariance $\boldsymbol{V}_{\text {in }}$ fulfilling $\operatorname{det}\left(2 \boldsymbol{V}_{\text {in }}\right)=1$, modulated by phase-space translatations following a Gaussian distribution with CM $\boldsymbol{V}_{\text {mod }}$.

To achieve our goal we use the fact that the maximization inside the Gaussian capacity definition

$$
\begin{equation*}
C_{\chi}^{\mathrm{G}}(\Phi, \bar{N})=\max _{\mu^{\mathrm{G}}: \hat{\hat{\rho}}^{\mathrm{G}} \in \mathcal{E}_{N}^{G}}\left[S\left(\Phi\left[\hat{\bar{\rho}}^{\mathrm{G}}\right]\right)-\int \mu^{\mathrm{G}}(d \boldsymbol{\alpha}, d \boldsymbol{V}) S\left(\Phi\left[\hat{\rho}^{\mathrm{G}}(\boldsymbol{\alpha}, \boldsymbol{V})\right]\right)\right] \tag{42}
\end{equation*}
$$

can be divided into two different steps. In the first step, among all the sources $\mu^{\mathrm{G}}(d \boldsymbol{\alpha}, d \boldsymbol{V})$ belonging to the set $\mathcal{F}_{\hat{\rho}^{G}}^{G}$ sharing the same average input state

$$
\begin{equation*}
\hat{\bar{\rho}}^{\mathrm{G}} \equiv \hat{\rho}^{\mathrm{G}}\left(0, \overline{\boldsymbol{V}}_{\mathrm{in}}\right)=\int \mu^{\mathrm{G}}(d \boldsymbol{\alpha}, d \boldsymbol{V}) \hat{\rho}^{\mathrm{G}}(\boldsymbol{\alpha}, \boldsymbol{V}) \tag{43}
\end{equation*}
$$

we maximize the modified Holevo quantity

$$
\begin{equation*}
\tilde{\chi}\left(\Phi, \bar{N}, \hat{\bar{\rho}}^{\mathrm{G}}\right)=S\left(\Phi\left[\hat{\bar{\rho}}^{\mathrm{G}}\right]\right)-\min _{\mu^{\mathrm{G}} \in \mathcal{F}_{\hat{\rho}_{\mathrm{G}}^{\mathrm{G}}}^{G}} \int \mu^{\mathrm{G}}(d \boldsymbol{\alpha}, d \boldsymbol{V}) S\left(\Phi\left[\hat{\rho}^{\mathrm{G}}(\boldsymbol{\alpha}, \boldsymbol{V})\right]\right) \tag{44}
\end{equation*}
$$

Note that the choice of zero mean for the average input state $\hat{\bar{\rho}}^{\mathrm{G}}$ is natural because displacements do not change the entropy, however require energy. In the second and final step we optimize $\tilde{\chi}\left(\Phi, \bar{N}, \hat{\bar{\rho}}^{\mathrm{G}}\right)$ over the average input state $\hat{\bar{\rho}}^{\mathrm{G}}$ satisfying the energy constraint $\bar{N}$, thus obtaining $C_{\chi}^{G}(\Phi, \bar{N})$. We use the fact that the minimum of the average output entropy appearing in equation 44 can be rewritten as the Gaussian entanglement of formation $E^{\mathrm{G}}\left[\bar{\sigma}_{\mathrm{BE}}\right]$ (see [12]), i.e.

$$
\begin{equation*}
\min _{\mu^{\mathrm{G}} \in \mathcal{F}_{\hat{\rho}_{\mathrm{G}}^{\mathrm{G}}}^{G}} \int \mu^{\mathrm{G}}(d \boldsymbol{\alpha}, d \boldsymbol{V}) S\left(\Phi\left[\hat{\rho}^{\mathrm{G}}(\boldsymbol{\alpha}, \boldsymbol{V})\right]\right)=E^{\mathrm{G}}\left[\bar{\sigma}_{\mathrm{BE}}\right] \tag{45}
\end{equation*}
$$

of a given bipartite mixed state $\bar{\sigma}_{\mathrm{BE}}=U_{\Phi} \hat{\bar{\rho}}_{B}^{\mathrm{G}} \otimes|0\rangle\left\langle\left. 0\right|_{E} U_{\Phi}^{\dagger}\right.$ with $\mathrm{CM} \overline{\boldsymbol{V}}_{\mathrm{BE}}$ obtained by the unitary (Stinespring) dilation $U_{\Phi}$ of channel $\Phi$, such that $\Phi\left[\hat{\bar{\rho}}^{\mathrm{G}}\right]=\operatorname{Tr}_{E}\left[\bar{\sigma}_{\mathrm{BE}}\right]$. Indeed, the Gaussian entanglement of formation is defined as

$$
\begin{equation*}
E^{\mathrm{G}}\left[\bar{\sigma}_{\mathrm{BE}}\right]=E^{\mathrm{G}}\left[U_{\Phi} \hat{\bar{\rho}}^{\mathrm{G}} \otimes|0\rangle\langle 0| U_{\Phi}^{\dagger}\right]=\min _{\mu^{\mathrm{G}} \in \mathcal{F}_{\hat{\rho}_{\mathrm{G}}^{G}}}\left[\int \mu^{\mathrm{G}}(d \boldsymbol{\alpha}, d \boldsymbol{V}) E\left[U_{\Phi} \hat{\rho}^{\mathrm{G}}(\boldsymbol{\alpha}, \boldsymbol{V}) \otimes|0\rangle\langle 0| U_{\Phi}^{\dagger}\right]\right] . \tag{46}
\end{equation*}
$$

Here, $E\left[U_{\Phi} \hat{\rho}^{\mathrm{G}}(\boldsymbol{\alpha}, \boldsymbol{V}) \otimes|0\rangle\langle 0| U_{\Phi}^{\dagger}\right]$ is the entanglement of a bipartite Gaussian state $\sigma_{\mathrm{BE}}=U_{\Phi} \hat{\rho}^{\mathrm{G}}(\boldsymbol{\alpha}, \boldsymbol{V}) \otimes|0\rangle\langle 0| U_{\Phi}^{\dagger}$ with $\mathrm{CM} \boldsymbol{V}_{\mathrm{BE}}$. The entanglement $E$ of a bipartite state is quantified by the von Neumann entropy of any of its two reduced density operators. Equation (45) not only simplifies the capacity definition to

$$
\begin{equation*}
C_{\chi}^{\mathrm{G}}(\Phi, \bar{N})=\max _{\hat{\bar{\rho}}^{\mathrm{G}} \in \mathcal{E}_{N}^{G}}\left[S\left(\Phi\left[\hat{\bar{\rho}}^{\mathrm{G}}\right]\right)-E^{\mathrm{G}}\left[\bar{\sigma}_{\mathrm{BE}}\right]\right] \tag{47}
\end{equation*}
$$

but also leads to the proof of Eq. [39]. According to [12] the Gaussian entanglement of formation can be simplified to

$$
\begin{equation*}
E^{\mathrm{G}}\left[\bar{\sigma}_{\mathrm{BE}}\right]=\min _{\boldsymbol{V}_{\mathrm{BE}}}\left\{E\left[\sigma_{\mathrm{BE}}\right] \mid \boldsymbol{V}_{\mathrm{BE}} \leq \overline{\boldsymbol{V}}_{\mathrm{BE}}\right\} \tag{48}
\end{equation*}
$$



FIG. 3. Bloch Messiah decomposition: any multimode pure Gaussian state can be generated from the $n$-mode vacuum state and a set of single mode squeezers $\boldsymbol{S}_{\mathrm{in} i}$ preceded and followed by linear multi-port interferometers $\boldsymbol{\Theta}_{\mathrm{in} 1}, \boldsymbol{\Theta}_{\mathrm{in} 2}$. (a) Reduction of the scheme for a collection of channels $\left(\Phi^{\mathrm{TH}}\right)^{\otimes n}$ and (b) Reduction for the fiducial channel $\left(\Phi^{\mathrm{F}}\right)^{\otimes n}$.
where the minimum is taken over a single pure bipartite Gaussian state with $\mathrm{CM} V_{\mathrm{BE}}$. This implies the existence of a covariance matrix $\boldsymbol{V}_{\text {in }}$ such that the output entropy of pure Gaussian states $\hat{\rho}^{\mathrm{G}}\left(\boldsymbol{\alpha}, \boldsymbol{V}_{\mathrm{in}}\right)$ achieves the minimum in Eq. (45) for any $\boldsymbol{\alpha}$. Due to Eq. (48) and the fact that the symplectic transformation which corresponds to $U_{\Phi}$ does not change the positivity $\overline{\boldsymbol{V}}_{\mathrm{BE}}-\boldsymbol{V}_{\mathrm{BE}} \geq 0$ it follows that $\overline{\boldsymbol{V}}_{\text {in }}-\boldsymbol{V}_{\text {in }} \geq 0$. Then modulating $\hat{\rho}^{\mathrm{G}}\left(\boldsymbol{\alpha}, \boldsymbol{V}_{\mathrm{in}}\right)$ according to a Gaussian distribution with covariance matrix $\boldsymbol{V}_{\text {mod }}=\overline{\boldsymbol{V}}_{\text {in }}-\boldsymbol{V}_{\text {in }}$ generates a source with average input state $\hat{\bar{\rho}}^{\mathrm{G}}$ with $\mathrm{CM} \overline{\boldsymbol{V}}_{\text {in }}$ saturating the bound of Eq. (44). Thus, the one-shot Gaussian capacity of a general $n$-mode Gaussian channel $\Phi$ simplifies to

$$
\begin{equation*}
C_{\chi}^{\mathrm{G}}(\Phi, \bar{N})=\max _{\boldsymbol{V}_{\text {in }}, \boldsymbol{V}_{\text {mod }}}\left\{S\left(\Phi\left(\boldsymbol{V}_{\mathrm{in}}+\boldsymbol{V}_{\text {mod }}\right)\right)-S\left(\Phi\left(\boldsymbol{V}_{\text {in }}\right)\right) \mid \operatorname{Tr}\left[\boldsymbol{V}_{\mathrm{in}}+\boldsymbol{V}_{\text {mod }}\right] \leq 2 n \bar{N}+n\right\} . \tag{49}
\end{equation*}
$$

The entropy of an $n$-mode Gaussian state $\hat{\rho}^{\mathrm{G}}(\boldsymbol{\alpha}, \boldsymbol{V})$ can be calculated in terms of the $n$ symplectic eigenvalues $\nu_{i}$ of $\boldsymbol{V}$, i.e.

$$
\begin{equation*}
S\left(\hat{\rho}^{\mathrm{G}}(\boldsymbol{\alpha}, \boldsymbol{V})\right)=\sum_{i=1}^{n} g\left(\nu_{i}-\frac{1}{2}\right), \tag{50}
\end{equation*}
$$

where $g(x)$ is defined in Eq. 41. Therefore, the final expression for the one-shot Gaussian capacity reads

$$
\begin{equation*}
C_{\chi}^{\mathrm{G}}(\Phi, \bar{N})=\max _{\boldsymbol{V}_{\mathrm{in}}, \boldsymbol{V}_{\mathrm{mod}}}\left\{\left.\left[\sum_{i=1}^{n} g\left(\bar{\nu}_{i}-\frac{1}{2}\right)-g\left(\nu_{i}-\frac{1}{2}\right)\right] \right\rvert\, \operatorname{Tr}\left[\boldsymbol{V}_{\mathrm{in}}+\boldsymbol{V}_{\mathrm{mod}}\right] \leq 2 n \bar{N}+n\right\}, \tag{51}
\end{equation*}
$$

where $\nu_{i}$ and $\bar{\nu}_{i}$ are the symplectic eigenvalues of the $\mathrm{CM} \boldsymbol{V}_{\text {out }}=\Phi\left(\boldsymbol{V}_{\text {in }}\right)$ and $\mathrm{CM} \overline{\boldsymbol{V}}_{\text {out }}=\Phi\left(\overline{\boldsymbol{V}}_{\text {in }}\right)$. For the one mode case Eq. (51] simplifies to the well-known expression (see e.g. [13]) stated in Eq. (39].

## Proof of Corollary 2

Corollary 2. For a single-mode Gaussian channel $\Phi$ with parameters $(\tau \neq 0, y>0)$, there exists a fiducial channel $\Phi^{\mathrm{F}}$ as defined in Theorem 1 such that

$$
\begin{align*}
& C^{\mathrm{G}}(\Phi, \bar{N})=C^{\mathrm{G}}\left(\Phi_{(\tau, y, s)}^{\mathrm{F}}, \bar{N}\right)=g\left(|\tau| \bar{N}+y \cosh (2 s)+\frac{|\tau|-1}{2}\right)-g\left(y+\frac{|\tau|-1}{2}\right) \\
& \text { if } \bar{N} \geq \bar{N}_{\mathrm{thr}}=\frac{1}{2}\left(e^{2|s|}+\frac{2 y}{|\tau|} \sinh (2|s|)-1\right) \tag{52}
\end{align*}
$$

Proof. The statement of Corollary 1 (see main text) formulated for the classical capacity can be straightforwardly extended to the Gaussian capacity, i.e. $C^{\mathrm{G}}(\Phi, \bar{N})=C^{\mathrm{G}}\left(\Phi^{\mathrm{F}}, \bar{N}\right)$. This means that we only have to evaluate the Gaussian capacity of the fiducial channel $\Phi^{\mathrm{F}}$ in order to find the Gaussian capacity of $\Phi$. In the following we find $C^{\mathrm{G}}\left(\Phi^{\mathrm{F}}, \bar{N}\right)$ explicitly for input energies $\bar{N} \geq \bar{N}_{\text {thr }}$.

The proof is structured as follows. First, we prove that the Gaussian minimum output entropy of thermal channels $\Phi^{\mathrm{TH}}$ is additive (corresponding to $\Phi^{\mathrm{F}}$ with $s=0$ ). Then we extend this proof to the fiducial channel for input energies $\bar{N} \geq \bar{N}_{\text {thr }}$ (we present a simple and physically motivated proof, which is an alternative to the one in [14]). Then we show that this also implies the additivity of the one-shot Gaussian capacity in this energy domain. Finally, we derive the exact expression for the one-shot Gaussian capacity.

In [15] it was shown that any pure $n$-mode Gaussian (input) state can be generated from the $n$-mode vacuum state, using $n$ single-mode squeezers $\boldsymbol{S}_{\mathrm{in} i}$ preceded and followed by a linear multi-port interferometer, corresponding to passive symplectic transformations $\Theta_{\mathrm{in} 1}$ and $\Theta_{\mathrm{in} 2}$ [see Fig. 3 (a)]. This decomposition can be further simplified since the $n$-mode vacuum state with $\mathrm{CM} \mathbb{I} / 2$ (where $\mathbb{I}$ is the $2 n \times 2 n$ identity matrix) remains unchanged under the action of the first interferometer $\Theta_{\text {in } 1}$ and therefore, we can omit $\Theta_{\mathrm{in} 1}$ without changing the input state. The action of the channel $\left(\Phi_{(\tau, y)}^{\mathrm{TH}}\right)^{\otimes n}$ in terms of symplectic transformations then reads

$$
\begin{equation*}
\boldsymbol{V}_{\mathrm{out}}=\frac{1}{2} \boldsymbol{X}_{\mathrm{TH}} \boldsymbol{\Theta}_{\mathrm{in} 2} \boldsymbol{S}_{\mathrm{in}} \mathbb{I} \boldsymbol{S}_{\mathrm{in}} \boldsymbol{\Theta}_{\mathrm{in} 2}^{\top} \boldsymbol{X}_{\mathrm{TH}}+\boldsymbol{Y}_{\mathrm{TH}} \tag{53}
\end{equation*}
$$

where $S_{\mathrm{in}}=\oplus_{i=1}^{n} S_{\mathrm{in} i}$ corresponds to the joint operation of single mode squeezers, $\Theta_{\mathrm{in} 2}$ is the symplectic transformation of the second linear multi-port interferometer and

$$
\boldsymbol{X}_{\mathrm{TH}}=\bigoplus_{i=1}^{n}\left(\begin{array}{cc}
\sqrt{|\tau|} & 0  \tag{54}\\
0 & \operatorname{sgn}(\tau) \sqrt{|\tau|}
\end{array}\right), \quad \boldsymbol{Y}_{\mathrm{TH}}=y \mathbb{I} .
$$

By inserting $\frac{1}{|\tau|} \boldsymbol{X}_{\mathrm{TH}} \boldsymbol{X}_{\mathrm{TH}}=\mathbb{I}$ between $\boldsymbol{\Theta}_{\mathrm{in} 2}$ and $\boldsymbol{S}_{\mathrm{in}}$ and between $\boldsymbol{S}_{\mathrm{in}}$ and $\boldsymbol{\Theta}_{\mathrm{in} 2}^{\top}$ in Eq. (53) we obtain

$$
\begin{equation*}
\boldsymbol{V}_{\mathrm{out}}=\boldsymbol{\Theta}^{\prime}\left(\frac{1}{2} \boldsymbol{X}_{\mathrm{TH}} \boldsymbol{S}_{\mathrm{in}} \mathbb{I} \boldsymbol{S}_{\mathrm{in}} \boldsymbol{X}_{\mathrm{TH}}+\boldsymbol{Y}_{\mathrm{TH}}\right) \boldsymbol{\Theta}^{\prime \mathrm{T}} \tag{55}
\end{equation*}
$$

where $\boldsymbol{\Theta}^{\prime}=\frac{1}{|\tau|} \boldsymbol{X}_{\mathrm{TH}} \boldsymbol{\Theta}_{\mathrm{in} 2} \boldsymbol{X}_{\mathrm{TH}}$ and $\boldsymbol{\Theta}^{\prime} \boldsymbol{Y}_{\mathrm{TH}} \boldsymbol{\Theta}^{\prime \top}=\boldsymbol{Y}_{\mathrm{TH}}$. One can confirm easily that $\boldsymbol{\Theta}^{\prime}$ is indeed a symplectic rotation matrix (corresponding to another interferometer at the output), i.e. that $\Theta^{\prime} \Omega^{\prime} \Theta^{\top}=\Omega$ and $\Theta^{\prime} \Theta^{\prime \top}=\mathbb{I}$. Thus, the general Gaussian input state entering the channel $\left(\Phi^{\mathrm{TH}}\right)^{\otimes n}$ is reduced to a product state [right hand side of Fig. 3 (a)].

Now we calculate the entropy of the output state with $C M V_{\text {out }}$. Since $\boldsymbol{\Theta}^{\prime}$ does not affect its entropy we can omit it. Therefore, we are left with $n$ vacuum modes entering the set of single-mode squeezers and then individually passing each channel $\Phi^{\mathrm{TH}}$. Therefore, the additivity of the (Gaussian) output entropy is proven and thus,

$$
\begin{equation*}
\min _{\boldsymbol{V}_{\mathrm{in}}} \frac{1}{n} S\left(\boldsymbol{V}_{\text {out }}\right)=\min _{\boldsymbol{V}_{\mathrm{in}}} \frac{1}{n} S\left(\left(\Phi^{\mathrm{TH}}\right)^{\otimes n}\left(\frac{1}{2} \boldsymbol{S}_{\mathrm{in}} \mathbb{I} \boldsymbol{S}_{\mathrm{in}}\right)\right)=\frac{1}{n} \sum_{i} \min _{\boldsymbol{V}_{\mathrm{in} i}} S\left(\Phi^{\mathrm{TH}}\left(\boldsymbol{V}_{\mathrm{in} i}\right)\right)=\frac{1}{n} \sum_{i} \min _{\boldsymbol{V}_{\mathrm{in} i}} g\left(\nu_{i}-\frac{1}{2}\right) \tag{56}
\end{equation*}
$$

where $\boldsymbol{V}_{\mathrm{in} i}=\frac{1}{2} \boldsymbol{S}_{\mathrm{in} i}^{2}$ is the CM of the mode $i$ that exits squeezer $\boldsymbol{S}_{\mathrm{in} i}$ and $\nu_{i}=\sqrt{\operatorname{det}\left(\Phi^{\mathrm{TH}}\left(\boldsymbol{V}_{\mathrm{in} i}\right)\right)}$ is the symplectic eigenvalue of the corresponding output state. The output entropy is minimized for $\boldsymbol{V}_{\mathrm{in} i}=\mathbb{I} / 2, \forall i$, i.e. by removing all one-mode squeezers at the input. This leads to

$$
\begin{equation*}
\min _{\boldsymbol{V}_{\text {in }}} \frac{1}{n} S\left(\boldsymbol{V}_{\text {out }}\right)=g\left(y+\frac{|\tau|-1}{2}\right) . \tag{57}
\end{equation*}
$$

Now let us consider the same problem for the fiducial channel $\Phi^{F}$ as depicted in Fig. 3(b), where we use again the BlochMessiah decomposition. The first interferometer $\Theta_{\mathrm{in} 1}$ can again be omitted because it does not affect the $n$-mode vacuum state. From the definition of the fiducial channel we have (for the case of one mode) the equivalence $\boldsymbol{X}_{\mathrm{F}}=\boldsymbol{X}_{\mathrm{TH}}, \boldsymbol{Y}_{\mathrm{F}}=\boldsymbol{S} \boldsymbol{Y}_{\mathrm{TH}} \boldsymbol{S}$, with $\boldsymbol{S}=\operatorname{diag}\left(e^{s}, e^{-s}\right)$, where $\boldsymbol{S}$ is the squeezing operation of the environment. This leads to the equality

$$
\begin{equation*}
\Phi^{\mathrm{F}}\left(\boldsymbol{V}_{\mathrm{in}}\right)=\boldsymbol{S}\left(\boldsymbol{X}_{\mathrm{TH}} \boldsymbol{S}^{-1} \boldsymbol{V}_{\mathrm{in}} \boldsymbol{S}^{-1} \boldsymbol{X}_{\mathrm{TH}}+\boldsymbol{Y}_{\mathrm{TH}}\right) \boldsymbol{S} \tag{58}
\end{equation*}
$$

As a consequence we can replace each fiducial channel by a thermal channel preceded by an anti-squeezer and followed by a squeezer [see right hand side of Fig. 3(b)].

Now we focus again on the minimization of the output entropy. Then, the squeezers $S$ at the output of each channel $\Phi^{\mathrm{TH}}$ can be omitted since they do not change the entropy and we have no energy constraint on the output. We showed above that the
entropy of the joint map $\left(\Phi^{\mathrm{TH}}\right)^{\otimes n}$ is minimized by the $n$-mode vacuum state. Thus, the multi-mode input state that minimizes the output entropy of the fiducial channel has to be in the $n$-mode vacuum state after passing the $n$ anti-squeezers $\boldsymbol{S}^{-1}$ [see right hand side of Fig. 3 (b)]. Therefore, it is optimal to fix the input interferometer $\boldsymbol{\Theta}_{\mathrm{in} 2}=\mathbb{I}$ and to chose each squeezer $\boldsymbol{S}_{\mathrm{in} i}$ at the input to "undo" each anti-squeezer, i.e. $\boldsymbol{S}_{\text {in } i}=\boldsymbol{S}, \forall i$. Thus, the $n$-mode Gaussian input state that minimizes the output entropy of the channel $\left(\Phi^{\mathrm{F}}\right)^{\otimes n}$ is a product state with $\mathrm{CM} \boldsymbol{V}_{\mathrm{in}}=\oplus_{i=1}^{n} \boldsymbol{S}^{2} / 2$. It follows that the Gaussian minimum output entropy is additive and reads

$$
\begin{equation*}
\min _{\boldsymbol{V}_{\mathrm{in}}} \frac{1}{n} S\left(\left(\Phi^{\mathrm{F}}\right)^{\otimes n}\left(\boldsymbol{V}_{\mathrm{in}}\right)\right)=g\left(y+\frac{|\tau|-1}{2}\right) \tag{59}
\end{equation*}
$$

where the minimization requires a certain amount of energy to undo each squeezer, which will be taken into account later.
We show now that Eq. (59) leads to the additivity of the one-shot Gaussian capacity of $\Phi^{\text {F }}$ for input energies $\bar{N} \geq \bar{N}_{\text {thr }}$. Using the expression of the one-shot Gaussian capacity $C_{\chi}^{\mathrm{G}}\left(\Phi^{\mathrm{F}}, \bar{N}\right)$ stated in Eq. (49) and using the definition of the Gaussian capacity, i.e.

$$
\begin{equation*}
C^{\mathrm{G}}(\Phi, \bar{N})=\lim _{n \rightarrow \infty} \frac{1}{n} C_{\chi}^{\mathrm{G}}\left(\Phi^{\otimes n}, n \bar{N}\right) \tag{60}
\end{equation*}
$$

we can state the following upper bound:

$$
\begin{equation*}
C^{\mathrm{G}}\left(\Phi^{\mathrm{F}}, \bar{N}\right) \leq \max _{\boldsymbol{V}_{\mathrm{in}}, \boldsymbol{V}_{\mathrm{mod}}} S\left(\Phi^{\mathrm{F}}\left(\boldsymbol{V}_{\mathrm{in}}+\boldsymbol{V}_{\mathrm{mod}}\right)\right)-\lim _{n \rightarrow \infty} \min _{\boldsymbol{V}_{\mathrm{in}}} \frac{1}{n} S\left(\left(\Phi^{\mathrm{F}}\right)^{\otimes n}\left(\boldsymbol{V}_{\mathrm{in}}\right)\right) \tag{61}
\end{equation*}
$$

where the first term only needs to be maximized for a single use of the channel due to the subadditivity of the entropy. It is known that a thermal state maximizes the von Neumann entropy, therefore, the optimal modulated output state is a thermal state carrying the total number of photons, i.e. $\Phi^{\mathrm{F}}\left(\boldsymbol{V}_{\text {in }}+\boldsymbol{V}_{\text {mod }}\right)=\overline{\boldsymbol{V}}_{\text {out }}=\operatorname{diag}(\bar{\nu}, \bar{\nu})$, where

$$
\begin{equation*}
\bar{\nu}=|\tau| \bar{N}+y \cosh (2 s)+|\tau| / 2 \tag{62}
\end{equation*}
$$

The second term in Eq. 61) was already evaluated above [see Eq. [59]. In summary, we found

$$
\begin{align*}
& \max _{\boldsymbol{V}_{\mathrm{in}}, \boldsymbol{V}_{\mathrm{mod}}} S\left(\Phi^{\mathrm{F}}\left(\boldsymbol{V}_{\mathrm{in}}+\boldsymbol{V}_{\mathrm{mod}}\right)\right)=g\left(|\tau| \bar{N}+y \cosh (2 s)+\frac{|\tau|-1}{2}\right)  \tag{63}\\
& \lim _{n \rightarrow \infty} \min _{\boldsymbol{V}_{\mathrm{in}}} \frac{1}{n} S\left(\left(\Phi^{\mathrm{F}}\right)^{\otimes n}\left(\boldsymbol{V}_{\mathrm{in}}\right)\right)=g\left(y+\frac{|\tau|-1}{2}\right) \tag{64}
\end{align*}
$$

The encoding which realizes both, the maximum and the minimum in Eqs. 63) a 64) is given by

$$
\boldsymbol{V}_{\mathrm{in}}=\boldsymbol{S}^{2} / 2, \quad, \boldsymbol{V}_{\mathrm{mod}}=\overline{\boldsymbol{V}}_{\mathrm{in}}-\boldsymbol{V}_{\mathrm{in}}, \quad \overline{\boldsymbol{V}}_{\mathrm{in}}=\left(\begin{array}{cc}
\bar{N}+\frac{1}{2}-\frac{y}{|\tau|} \sinh (2 s) & 0  \tag{65}\\
0 & \bar{N}+\frac{1}{2}+\frac{y}{|\tau|} \sinh (2 s)
\end{array}\right)
$$

This encoding can only be realized if

$$
\begin{equation*}
\bar{N} \geq \bar{N}_{\mathrm{thr}}=\frac{1}{2}\left(e^{2|s|}+\frac{2 y}{|\tau|} \sinh (2|s|)-1\right) \tag{66}
\end{equation*}
$$

because $\bar{N}<\bar{N}_{\text {thr }}$ would imply $\boldsymbol{V}_{\text {mod }}<0$ which would be non-physical. Thus, we have shown that

$$
\begin{equation*}
C^{\mathrm{G}}\left(\Phi^{\mathrm{F}}, \bar{N}\right)=C_{\chi}^{\mathrm{G}}\left(\Phi^{\mathrm{F}}, \bar{N}\right), \quad \bar{N} \geq \bar{N}_{\mathrm{thr}} \tag{67}
\end{equation*}
$$

where $C_{\chi}^{\mathrm{G}}\left(\Phi^{\mathrm{F}}, \bar{N}\right)$ is the right hand side of Eq. (52). This proves the corollary.

## Additional upper bounds on the classical capacity

The upper bound on the classical capacity stated in Corollary 3 in the main text was obtained by generalizing the bounds that were found for thermal channels $\Phi^{\mathrm{TH}}$ (with $\tau>0$ ) in [8]. Recently, additional upper bounds were obtained for the same channels [16] and we extend them now to general channels $\Phi$ with $\tau>0, y>0$.

The bounds were obtained by maximizing the first term of the classical capacity [see its definition in Eqs. (7) and (8) in the main text] and by obtaining a lower bound $b$ on the second term, i.e.

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \min _{\mu} \int \mu(d x) S\left(\left(\Phi^{\mathrm{TH}}\right)^{\otimes n}\left[\hat{\rho}_{x}\right]\right) \geq b \tag{68}
\end{equation*}
$$

where in total six bounds $b$ are presented in [16]. We stated in the proof of Corollary 2 that the fiducial channel is equivalent to a thermal channel preceded by an anti-squeezer and followed by a squeezer [see Fig. 3(b)]. The following squeezer does not change the output entropy. Furthermore, one can always undo the preceding squeezer because the bound $b$ is not subject to an energy constraint. Therefore, any lower bound $b$ on the minimal output entropy of the thermal channel is as well a lower bound on the minimal output entropy of the fiducial channel.

The first term of the classical capacity is known to be maximized by a thermal state carrying the total number of photons. Its entropy was already calculated in Eq. 63, i.e.

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \max _{\mu: \hat{\hat{\rho}} \in \mathcal{E}_{\bar{N}}} S\left(\left(\Phi^{\mathrm{F}}\right)^{\otimes n}[\hat{\bar{\rho}}]\right)=g\left(|\tau| \bar{N}+y \cosh (2 s)+\frac{|\tau|-1}{2}\right) \tag{69}
\end{equation*}
$$

Corollary 1 in the main text states that $C(\Phi, \bar{N})=C\left(\Phi^{\mathrm{F}}, \bar{N}\right)$. Therefore, any bound on the classical capacity of the fiducial channel $\Phi^{\mathrm{F}}$ is also a bound on the classical capacity of a an arbitrary channel $\Phi$. Thus, we obtained a list of upper bounds on the classical capacity that reads

$$
\begin{equation*}
C(\Phi, \bar{N}) \leq g\left(|\tau| \bar{N}+y \cosh (2 s)+\frac{|\tau|-1}{2}\right)-b, \quad \tau>0, y>0 \tag{70}
\end{equation*}
$$

where $b$ has to be taken from [16]. Note that with increasing $s$ those bounds become less and less tight because $b$ does not depend on $s$. However, as in the case of thermal channels [16] some of those bounds in a certain region of channel parameters are tighter than the bound $\bar{C}$ given by Eq. (13) in the main text.
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