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Let us first remark that equation (71) is invariant under displacements. Indeed, the differ
ential entropy is invariant under displacements (see equation (30)), and so are Γ, Γy and Γz as 
is obvious from their definitions. Thus, in the proof of equation (71), we can restrict to states 
centered at the origin. As we will see in section 4.4, our proof is based on a variational method 
used to show that pure Gaussian states extremize the uncertainty functional

F(ρ̂) = h(y) + h(z)− 1
2
ln

(
detΓy detΓz

detΓ

)
.� (72)

The proof, however, is partial as it relies on two assumptions:

	 (i)	�Pure Gaussian states are global minimizers of the uncertainty functional F(ρ̂).
	(ii)	�The uncertainty functional F(ρ̂) is concave, so relation (71) is valid for mixed states.

4.3.  Special case of Gaussian states

Before addressing the proof of equation (71) with a variational method, let us see how this 
entropic uncertainty relation applies to Gaussian states. In particular, let us prove first that 
equation (71) is saturated by all pure Gaussian states. Then, we will show that for all Gaussian 
states, it can be proven using the n-modal version of the Robertson–Schrödinger uncertainty 
relation, equation (13).

Consider a pure n-modal Gaussian state. Its Wigner function is given by

WG(x, p) =
1
πn e−

1
2 rTγ−1r� (73)

and its covariance matrix is expressed as

γ =

(
γx γxp

γxp γp

)

2n×2n
� (74)

where γx and γp are the reduced covariance matrices of the position and momentum quadra-
tures. Since the state is pure and Gaussian, det γ = (1/4)n.

To evaluate equation (71) we need to find the determinant of the covariance matrix Γ for 
the y, z-quadratures. The calculation is reported in appendix B and leads to

detΓ = det γ |detK|2.� (75)

Note that equation (75) is true for any state, Gaussian or not, but since we are dealing with a 
pure Gaussian state, det γ = 1/4n, it simplifies to

detΓ =
1
4n |detK|2.� (76)

The last step needed to evaluate equation (71) is to compute the differential entropies of the y  
and z quadratures. Since these quadratures are obtained after applying some symplectic trans-
formations, the Wigner function, which is Gaussian for the input state, remains Gaussian for 
the output state. The probability distributions of the jointly measured quadratures ŷi or ẑj are 
thus given by the following Gaussian distributions

P(y) =
1√

(2π)n detΓy
e−

1
2 yTΓ−1

y y, P(z) =
1√

(2π)n detΓz
e−

1
2 zTΓ−1

z z

� (77)
and we easily evaluate the corresponding differential entropies
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h(y) =
1
2
ln
(
(2πe)n detΓy

)
, h(z) =

1
2
ln
(
(2πe)n detΓz

)
.� (78)

Inserting these quantities together with equation (76) into the left-hand side of equation (71) 
yields the lower bound ln((πe)n|detK|), so we have proved that Gaussian pure states are 
minimum uncertainty states of equation (71), as desired.

Let us emphasize that the entropic uncertainty relation that does not take correlations into 
account, equation (62), is only saturated by pure Gaussian states with vanishing correlations. 
Indeed, for pure Gaussian states, we find that

h(y) + h(z) = ln
(
(2πe)n

√
detΓy detΓz

)
� (79)

reaches the lower bound of equation (62) only if

2n
√
detΓy detΓz = |detK|

⇔ 2n
√
detΓy detΓz = 2n

√
detΓ

⇔ detΓy detΓz = detΓ

�

(80)

where we have used equation (76). Obviously, this is only true when Γyz = 0, i.e. when there 
is no correlation between the y i and zi quadratures. This confirms that the entropic uncertainty 
relation (62) is not saturated by all pure Gaussian states, as we had explicitly checked for one 
mode in figure 2.

Second, let us now prove that equation (71) holds for a general mixed Gaussian state. For 
any Gaussian state, pure or not, the differential entropies are still given by equation (78), so that

h(y) + h(z)− 1
2

(
detΓy detΓz

detΓ

)
= ln

(
(2πe)n

√
detΓ

)
.� (81)

Using equation (75) together with the n-modal version of the Robertson–Schrödinger uncer-
tainty relation, det γ � 1/4n, we get

√
detΓ �

|detK|
2n .� (82)

Injecting this inequality into equation (81) complete the proof of equation (71) for all Gaussian 
states.

4.4.  Partial proof for all states

The difficult part is to verify the entropic uncertainty relation for a general—not necessarily 
Gaussian—state. Inspired from [9], we give here a partial proof of equation (71) based on a 
variational method (see [52, 53]), which is conditional on two assumptions (see assumptions 
(i) and (ii) in section 4.2). More precisely, we seek a pure state ρ̂ = |ψ〉〈ψ| that extremizes our 
uncertainty functional (72) and show that any pure Gaussian state is such an extremum. The 
steps of the proof are similar to those developed in [9], except that we consider the y, z-quad-
ratures instead of the x, p-quadratures. The assumptions are also the same.

As already mentioned, F(|ψ〉) is invariant under displacements so that we can restrict our 
search to extremal states centered on 0. We also require extremal state to be normalized. 
Accounting for these constraints by using the Lagrange multipliers method, we have to solve 
∂J

∂〈ψ| = 0 with
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J = h(y) + h(z)− 1
2
ln

(
detΓy detΓz

detΓ

)
+ λ(〈ψ|ψ〉 − 1) +

2n∑
i=1

µi〈ψ|R̂i|ψ〉,

�

(83)

where λ and µi are Lagrange multipliers. Note that, as explained in [9], it is not necessary to 

consider ∂J
∂|ψ〉 = 0 since no additional information would be obtained.

Let us evaluate the derivative of each term of equation (83) separately. First, the derivative 
of h(y) gives

∂h(y)
∂〈ψ|

=
∂

∂〈ψ|

(∫
P(y) lnP(y)dy

)

=
∂

∂〈ψ|

(∫
〈ψ|y〉〈y|ψ〉 ln(〈ψ|y〉〈y|ψ〉)dy

)

= − (lnP(y) + 1) |ψ〉

�

(84)

and similarly for h(z). Note that y in the last line of equation (84) denotes a vector of quadra-
ture operators, so that lnP(y) is an operator too. With the help of Jacobi’s formula [64], the 
derivatives of the determinant of the three covariance matrices give

∂

∂〈ψ|
ln detΓy =

1
detΓy

∂

∂〈ψ|
detΓy

=
1

detΓy
Tr

[
(detΓy)Γ

−1
y

∂Γy

∂〈ψ|

]

=
n∑

i=1

n∑
k=1

(Γy)
−1
ik

∂(Γy)ki

∂〈ψ|

=
n∑

i=1

n∑
k=1

(Γy)
−1
ik

(ŷkŷi + ŷiŷk)

2
|ψ〉

=

[
n∑

i=1

n∑
k=1

ŷk(Γy)
−1
ik ŷi

2
+

n∑
i=1

n∑
k=1

ŷi(Γy)
−1
ik ŷk

2

]
|ψ〉

= yTΓ−1
y y |ψ〉

�

(85)

and similarly

∂

∂〈ψ|
ln detΓz = zTΓ−1

z z |ψ〉

∂

∂〈ψ|
ln detΓ = RTΓ−1R |ψ〉.

�

(86)

Finally, the derivatives of the last two terms of equation (83) give

∂

∂〈ψ|

(
λ(〈ψ|ψ〉 − 1) +

2n∑
i=1

µi〈ψ|R̂i|ψ〉
)

=

(
λ+

2n∑
i=1

µiR̂i

)
|ψ〉� (87)

so that the variational equation can be rewritten as an eigenvalue equation for |ψ〉,
[
− lnP(y)− lnP(z)− 2 + λ+

2n∑
i=1

µiR̂i −
1
2

yTΓ−1
y y

− 1
2

zTΓ−1
z y +

1
2

RTΓ−1R
]
|ψ〉 = 0.

�

(88)
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Thus, the states |ψ〉 extremizing F(|ψ〉) are the eigenstates of equation (88).
Now, instead of looking for all eigenstates, we show that all pure Gaussian states are solu-

tion of equation (88). We have already written the probability distributions P(y) and P(z) for 
a n-modal pure Gaussian state (see equation (77)), so we have

lnP(y) + lnP(z) = − ln
(
(2π)n

√
detΓy detΓz

)
− 1

2
yTΓ−1

y y − 1
2

zTΓ−1
z z

� (89)
and the eigenvalue equation (88) reduces to

[
ln
(
(2π)n

√
detΓy detΓz

)
− 2 + λ+

2n∑
i=1

µiR̂i +
1
2

RTΓ−1R
]
|ψ〉 = 0.

� (90)
As shown in appendix C, pure n-modal Gaussian states (centered on the origin) are eigenvec-

tors of 12 RTΓ−1R with eigenvalue n, that is

1
2

RTΓ−1R|ψ〉 = n |ψ〉,� (91)

so that equation (90) can be further simplified to
[
ln
(
(2π)n

√
detΓy detΓz

)
+ n − 2 + λ+

2n∑
i=1

µiR̂i

]
|ψ〉 = 0.� (92)

The value of λ is found by multiplying this equation on the left by 〈ψ| and using the normal-
ization constraint 〈ψ|ψ〉 = 1, as well as the fact that the mean values vanish, 〈ψ|R̂i|ψ〉 = 0 for 
all i, so that we are left with

[
2n∑

i=1

µiR̂i

]
|ψ〉 = 0� (93)

which is satisfied if we set all the µi = 0.
In summary, we have proved that there exists an appropriate choice for λ and µi such that 

any pure Gaussian state centered on the origin is an extremum of the uncertainty functional 
F(|ψ〉), that is, any n-modal squeezed vacuum state (with arbitrary squeezing and orienta-
tion) extremizes F(|ψ〉). Since this functional is invariant under displacement, this feature 
extends to all pure Gaussian states. According to Assumption (i), we take for granted that pure 
Gaussian states are not just local extrema, but global minima of the uncertainty functional. 
The last step is simply to evaluate the functional for Gaussian pure states and see that it yields 
ln((πe)n| detK|), as shown in section 4.3. This completes the proof of equation (71) for pure 
states. To complete the proof for mixed states, we resort to Assumption (ii): if the functional 
F(ρ̂) is concave and equation (71) holds for pure state, then it is necessarily true for mixed 
states too.

4.5.  Alternative formulation

Interestingly, using the relation between detΓ and detK exhibited by equation (75), we can 
rewrite our tight entropic uncertainty relation (71) without the explicit dependence on the 
commutator matrix K, that is
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h(y) + h(z)− 1
2
ln

(
detΓy detΓz

det γ

)
� ln ((πe)n) .� (94)

Here γ  is the covariance matrix for the x, p-quadratures, while Γy and Γz are the reduced 
covariance matrices of the y, z quadratures. If we know γ  and the symplectic transformations 
leading to y and z, it is straightforward to access Γy and Γz through equation (B.8), which 
makes the computation of equation  (94) easier. Note also that this alternative formulation 
becomes very similar to the tight entropic uncertainty relation for canonically-conjugate vari-
ables x and p, equation (49), where we simply substitute Γy for γx and Γz for γp.

4.6.  Entropy-power formulation and covariance-based uncertainty relation

Following the same procedure as before, we may exploit the entropy-power formulation in 
order to rewrite equation (71) as

Ny Nz

(
detΓ

detΓy detΓz

)1/n

�
| detK|2/n

4
� (95)

which is a tight entropy-power uncertainty relation for two arbitrary vectors of intercommuting 
quadratures y and z. This entropy-power formulation helps us better see that the tight entropic 
uncertainty relation equation (71) implies equation (62). Indeed, since detΓy detΓz � detΓ,9  
we see that equation (95) corresponds to lifting up the lower bound on Ny Nz in equation (64) 
by a term that accounts for the y, z correlations. Thus equation (95) implies equation (64), 
which is the entropy-power version of equation (62).

Now, we again use the fact that the maximum entropy for a fixed covariance matrix is 
reached by the Gaussian distribution, so that we can upper bound NyNz by (detΓy detΓz)

1/n. 
Combining this with equation (95), we obtain the variance-based uncertainty relation for two 
arbitrary vectors of quadratures y and z,

detΓ �
| detK|2

4n
� (96)

which generalizes equation (65) as it takes the y, z correlations into account.
Interestingly, equation (96) is nothing else but a special case of the Robertson uncertainty 

relation (14). Indeed, we see that the definition of Γ in equation (70) coincides with that of 
equation (15), with m  =  2n. Here, we have Ri = yi  and Rn+i = zi for i = 1, · · · , n, so that the 
matrix C defined in equation (15) can be written in terms of Kij = [ŷi, ẑj] as

C = − i
2

(
0n×n K
−K 0n×n

)
.� (97)

Therefore,

detC =

(
− i

2

)2n

(detK)2 =
| detK|2

4n
� (98)

where we used the fact that the Kij’s are all pure imaginary numbers, implying that equa-
tion (14) reduces to equation (96) in this case.

9 This is a generalization of Hadamard’s inequality, equation (37).
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5.  Entropic uncertainty relations for more than two observables

All entropic uncertainty relations considered in sections 3 and 4 address the case of two vari-
ables (or two vectors consisting each of n commuting variables). Here, we turn to entropic 
uncertainty relations for more than two variables. As already mentioned, the entropy-power 
formulation is convenient to show that, in general, an entropic uncertainty relation implies 
a variance-based one. In particular, we showed in section 4.6 that equation (71) implies the 
Robertson uncertainty relation, equation  (14). More precisely, we have shown that it only 
implies a special case of it, namely equation (96). Therefore, it is natural to conjecture that 
there exists a more general entropic uncertainty relation which implies the Robertson uncer-
tainty relation (14) for any matrix C, more general than in equation (97). Our first conjecture 
is an extension of equation (71) for m variables:

Conjecture 1.  Any n-modal state ρ  satisfies the entropic uncertainty relation

h(R1) + h(R2) + · · ·+ h(Rm)−
1
2
ln

(
σ2

1σ
2
2 · · ·σ2

m

det Γ

)
�

1
2
ln((2πe)m detC)

�

(99)

where R̂i’s are m arbitrary continuous observables, σ2
i  is the variance of each R̂i while Γ is the 

covariance matrix of the R̂i’s, and C is the matrix of commutators. The elements of Γ and C 
are defined as in equation (15).

This entropic uncertainty relation is valid regardless of whether the R̂i’s commute or not, 
but is interesting for an even number of them only. Indeed, as mentioned for the Robertson 
uncertainty relation, equation (14), when m is odd, detC = 0 and the lower bound in conjec-
ture 1 equals −∞. Note also that equation (99) is defined only when m � 2n, where n is the 
number of modes of the state ρ . Indeed, if m  >  2n, the determinant of the covariance matrix 
Γ vanishes (we can always write one column as a linear combination of two other columns). 
This is consistent with the fact that detC vanishes in this case too. Indeed, detC � 0 since C 
is an anti-symmetric matrix [40], so that equation (14) implies that if detΓ is null, so is detC.

Finally, let us mention that equation  (99) is invariant under the scaling of one variable. 
Assume, with no loss of generality, that R1 → R′

1 = aR1, where a is some scaling constant. Then, 
the entropy is transformed into h(R′

1) = h(R1) + ln |a|, the variance becomes σ2
1′ = a2σ2

1 , the 
covariances Γ1′j = aΓ1j, and the commutators [R′

1, Rj] = a [R1, Rj]. This implies that both Γ and 
C have one column and one row multiplied by a, so that det Γ and detC are both multiplied by 
a2. Inserting these new values in equation (99), we see that the constant term ln |a| appears on 
both sides of the inequality, confirming the invariance of this entropic uncertainty relation.

It is straightforward to prove the validity of equation (99) for Gaussian states. Inserting the 
entropy of Gaussian-distributed variable h(Ri) = ln(2πeσ2

i )/2 into equation (99), we obtain

1
2
ln ((2πe)m det Γ) �

1
2
ln((2πe)m detC) ⇔ det Γ � detC� (100)

which is nothing else but the Robertson uncertainty relation, equation (14).
The difficult (unresolved) problem is to prove this conjecture for any state, not necessarily 

Gaussian. Here, we restrict ourselves to show that, for any state, equation (99) implies the 
Robertson uncertainty relation (14) in its general form. The method works as usual. First, we 
use the entropy power of each variable Ri
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Ni =
1

2πe
e2h(Ri)� (101)

to rewrite equation (99) into its entropy-power form

N1N2 · · ·Nm
det Γ

σ2
1σ

2
2 · · ·σ2

m
� detC.� (102)

Then, we use the fact that, for a fixed variance, the maximum entropy is given by a Gaussian 
distribution, that is, Ni � σ2

i . We thus obtain the chain of inequalities

det Γ � N1N2 · · ·Nm
det Γ

σ2
1σ

2
2 · · ·σ2

m
� detC� (103)

from which we deduce equation (14).
Now, in order to avoid the problem that the entropic uncertainty relation (99) is only 

defined for m � 2n, we may relax the bound by ignoring the correlations between the Ri’s as 
characterized by Γ. This leads to the following (weaker) relation:

Conjecture 2.  Any n-modal state ρ  satisfies the entropic uncertainty relation

h(R1) + h(R2) + · · ·+ h(Rm) �
1
2
ln((2πe)m detC)� (104)

where the Ri’s are m arbitrary continuous observables and C is the matrix of commutators as 
defined in equation (15).

This entropic uncertainty relation may probably be easier to prove than equation  (99). 
From its entropy-power formulation, we see that it implies the weaker form of the Robertson 
uncertainty relation, equation (38), that is, we have the chain of inequalities

σ2
1σ

2
2 · · ·σ2

m � N1N2 · · ·Nm � detC.� (105)

It is also immediate to see that equation (99) implies equation (104) as a result of Hadamard 
inequality, equation (37), so that conjecture 2 is indeed weaker than conjecture 1.

A problem with these two conjectures remains that they are irrelevant for an odd number 
m of observables. We then conjecture a third version of an entropic uncertainty relation which 
holds for any m, but only for one-mode states (n  =  1):

Conjecture 3.  Let R = (R̂1, · · · , R̂m) be a vector of m continuous observables acting on 
one mode as R = ax̂ + bp̂, with x̂ and p̂ being the canonically conjugate quadratures of the 
mode as in equation (19). Then, any one-mode state ρ  satisfies the entropic uncertainty rela-
tion

h(R1) + h(R2) + · · ·+ h(Rm) �
m
2
ln

(
2πe
m

|a ∧ b|
)

� (106)

where the norm of the wedge product between vectors a and b is computed with equation (20).

Its entropy-power form is

N1N2 · · ·Nm �

(
|a ∧ b|

m

)m

� (107)
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where the Ni are defined as in equation (101). From equation (107), we can deduce the vari-
ance-based uncertainty relation equation (18), which was derived in [31].

Let us mention that, for m  =  2, conjecture 3 reduces to the entropic uncertainty relation 
(59) for two arbitrary quadratures in the special case of one mode (n  =  1), so it is proven [55]. 
Indeed, if R̂1 = a1x̂ + b1p̂ and R̂2 = a2x̂ + b2p̂, we have

|a ∧ b| = |a1b2 − a2b1| = |[R̂1, R̂2]| ,� (108)

so that equation (106) becomes identical to equation (59). Furthermore, conjecture 3 reduces 
to the entropic uncertainty relation (58) for two rotated quadratures, that is, when we choose 
a = (cos θ, sin θ) and b = (cosφ, sinφ), so that |a ∧ b| = | sin(θ − φ)|.

Finally, let us consider the special case of equation (21), where we have m quadratures that 
are equidistributed around the unit circle, that is

R̂i = cosφi x̂ + sinφi p̂ with φi =
2π(i − 1)

m
, i = 1, . . . , m.� (109)

In this case, conjecture 3 reduces to the following entropic uncertainty relation, which was 
already conjectured in [31], and which we prove here10, namely

Conjecture 4.  Let R = (R1, · · · , Rm) be a vector of m continuous observables acting on 
one mode and equidistributed as defined in equation (109). Then, any one-modal state ρ  satis-
fies the entropic uncertainty relation [31]

h(R1) + h(R2) + · · ·+ h(Rm) �
m
2
ln (πe) .� (110)

Indeed, for equidistributed Ri’s, we have |a ∧ b| = m/2 as shown in equation (24), so that 
equation (106) reduces to equation (110). Similarly as before, its entropy-power form is

N1N2 · · ·Nm �

(
1
2

)m

,� (111)

where the Ni are defined as in equation (101) and, from it, we can deduce the variance-based 
uncertainty relation (25) as derived in [31].

We present here a partial proof of conjecture 4 using a variational method, following the 
same lines as in section 4.4, which is based on the extremization of our functional

F(ρ) = h(R1) + · · ·+ h(Rm).� (112)

After proving that the vacuum state is a local extremum of F(ρ), we will again assume that 
it is its global minimum. This assumption seems reasonable since the vacuum minimizes the 
corresponding variance-based uncertainty relation (25) as shown in [31]. Let us consider pure 
states ρ = |ψ〉〈ψ| first. Here too, our functional F(ρ) is invariant under displacements, so we 
can restrict to states centered on the origin. Inserting the constraints of normalization and zero 

mean values, we want to solve ∂J
∂〈ψ| = 0, where

J = h(R1) + · · ·+ h(Rm) + λ(〈ψ|ψ〉 − 1) +
m∑

i=1

µi〈ψ|R̂i|ψi〉� (113)

and λ and µi are Lagrange multipliers. As shown in section 4.4,

10 The proof is conditional on one reasonable assumption, see below.
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∂h(Ri)

∂〈ψ|
= −

(
lnP(Ri) + 1

)
|ψ〉

∂

∂〈ψ|

(
λ(〈ψ|ψ〉 − 1) +

m∑
i=1

µi〈ψ|R̂i|ψ〉

)
=

(
λ+

m∑
i=1

µiR̂i

)
|ψ〉

�
(114)

so that the variational equation becomes

[
− ln

(
P(R1)P(R2) · · ·P(Rm)

)
− m + λ+

m∑
i=1

µiR̂i

]
|ψ〉 = 0.� (115)

Thus, the eigenstates of equation (115) are the states extremizing the uncertainty functional. 
As before, instead of looking for eigenstates, we check that the vacuum state |0〉 is a solution 
of equation (115). It means that P(Ri) is a Gaussian distribution

P(R̂i) =
1√
π

e−R2
i� (116)

where we used equation (33) and the fact that the variance of R̂i in the vacuum state is 1/2 for 
all R̂i’s of equation (109). The variational equation can now be written as

[
m
2
ln(π) +

m∑
i=1

R̂2
i − m + λ+

m∑
i=1

µiR̂i

]
|0〉 = 0� (117)

which can be further simplified as

[
m
2
ln(π)− m

2
+ λ+

m∑
i=1

µiR̂i

]
|0〉 = 0� (118)

by using the fact that

m∑
i=1

R̂2
i |ψ〉 =

m∑
i=1

[
cos

(
2π(i − 1)

m

)
x̂ + sin

(
2π(i − 1)

m

)
p̂
]2

|0〉

=
m
2
(x̂2 + p̂2)|0〉

=
m
2
|0〉.

�

(119)

The value of λ = m
2 ln(e/π) is found by multiplying equation (118) on the left by 〈0| and using 

the normalization condition as well as the fact that all mean values 〈0|R̂i|0〉 must vanish. We 
are then left with 

∑m
i=1 µiR̂i|0〉 = 0, which is satisfied if µi = 0 for all i. Thus, we have shown 

that there exists an appropriate choice of λ and µi so that the vacuum extremizes the uncer-
tainty functional. Assuming that it is the global minimizer, we have proved equation (110) 
for pure states since F(|0〉) = m

2 ln(πe). Due to the concavity of the differential entropy, the 
entropic uncertainty relation (110) then holds for mixed states too.
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Table 1.  Summary of the entropic uncertainty relations (UR) expressed in terms of differential entropies (first column), 
their corresponding entropy-power formulations (second column), as well as their implied variance-based uncertainty rela-
tions (third column). The symbol � means that the entropic uncertainty relation is proven, † that it is proven conditionally 
on reasonable assumptions and * that it is a conjecture. We set � = 1 in all equations.

Entropic UR Entropy-power UR Variance-based UR

h(x) + h( p) � ln(πe)
Bialynicki-Birula and Mycielski for n  =  1, equation (2) �

Nx Np � 1
4 

equation (44)
σ2

xσ
2
p � 1

4
Heisenberg, equation (3)

h(x) + h(p)− 1
2

(
det γx det γp

det γ

)
� n ln(πe)

equation (49) †
NxNp

(
det γ

det γx det γp

)
1/n � 1

4 

equation (55)

det γ � 1
4n

equation (13)

h(y) + h(z) � ln ((πe)n| detK|)
equation (62) �

NyNz �
| det K|2/n

4
equation (64)

detΓy detΓz �
| det K|2

4n

equation (65)

h(y) + h(z)− 1
2 ln

(
detΓy detΓz

detΓ

)
� ln ((πe)n| detK|)

equation (71) †
NyNz

(
detΓ

detΓy detΓz

)
1/n � | det K|2/n

4

equation (95)

detΓ � | det K|2
4n

equation (96)

h(R1) + · · ·+ h(Rm)− 1
2 ln

(
σ2

1σ
2
2 ···σ

2
m

detΓ

)
� 1

2 ln((2πe)m detC) 

equation (99) *

N1 · · ·Nm
detΓ

σ2
1σ

2
2 ···σ2

m
� detC

equation (102)

detΓ � detC

Robertson, equation (14)

h(R1) + · · ·+ h(Rm) � 1
2 ln((2πe)m detC)

equation (104) *
N1 · · ·Nm � detC
equation (105)

σ2
1 · · ·σ2

m � detC
Robertson, equation (38)

h(R1) + · · ·+ h(Rm) � m
2 ln

( 2πe
m |a ∧ b|

)

equation (106) *

N1 · · ·Nm �
(

|a∧b|
m

)
m

equation (107)

σ2
1 · · ·σ2

m �
(

|a∧b|
m

)
m

equation (18)

h(R1) + · · ·+ h(Rm) � m
2 ln (πe)

equation (110) †
N1 · · ·Nm � 1

2m

equation (111)

σ2
1 · · ·σ2

m � 1
2m

equation (25)
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6.  Conclusion

We have reviewed continuous-variable entropic uncertainty relations starting from the very 
first formulation by Hirschman and the proof by Bialynicki-Birula and Mycielski to the recent 
entropic uncertainty relation between non-canonically conjugate variables, whose lower 
bound depends on the determinant of a matrix of commutators. We then showed that, by tak-
ing correlations into account, it is possible to define an entropic uncertainty relation for any 
two vectors of intercommuting quadratures whose minimum-uncertainty states are all pure 
Gaussian states. Finally, we derived several conjectures for an entropic uncertainty relation 
addressing more than 2 continuous observables and gave a partial proof of one of them.

In table 1, we provide a summary of all entropic uncertainty relations (for Shannon differ
ential entropies) encountered in this paper. These entropic uncertainty relations appear in the 
first column of table 1. The symbol � means that the relation is proven, † that it is proven 
conditionally on reasonable assumptions, and * that it is still a conjecture. As emphasized 
throughout this paper, entropic uncertainty relations are conveniently formulated in terms of 
entropy powers. The corresponding entropy-power uncertainty relations are then shown in the 
second column of table 1. Further, using the fact that the maximum entropy for a fixed vari-
ance is reached by a Gaussian distribution, a variance-based uncertainty relation can easily 
be deduced from each entropy-power uncertainty relation. This is what is done in the third 
column of table 1, where we show the variance-based uncertainty relations that are implied by 
all entropy-power uncertainty relations.

We conclude this paper by noting that, although significant progress on entropic uncertainty 
relations has been achieved lately, we still lack a symplectic-invariant entropic uncertainty 
relation. All relations we have discussed are invariant under displacements (corresponding 
to a translation of the variables in phase space), and most of them are also invariant under 
squeezing transformations (corresponding to a scaling of the variables). However, no entropic 
uncertainty relation is invariant under rotations, which would make it invariant under the com-
plete set of symplectic transformations. This is, however, a natural property of many variance-
based uncertainty relations, such as the Robertson–Schrödinger relation (8). The invariance of 
the determinant of γ  makes the latter relation invariant under all symplectic transformations, 
hence under all Gaussian unitaries (since it is invariant under displacements too). A mentioned 
in section 3.4, the joint entropy h(x, p) would have the desired property to build a symplectic-
invariant entropic uncertainty relation, but it is not defined for states with a negative Wigner 
function (see also [9, 39]). The tight entropic uncertainty relations of equations (49) and (71) 
admit all pure Gaussian states as minimum-uncertainty state, but are nevertheless not invariant 
under rotations. A recent attempt at defining a symplectic-invariant entropic uncertainty rela-
tion is made in [65], which builds on a multi-copy uncertainty observable that is related to the 
Schwinger representation of a spin state via harmonic oscillators.
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Appendix A.  Symplectic formalism

Here, we briefly review the representation of Gaussian states and unitaries in phase space 
based on the symplectic formalism (see also [37]). A n-mode Gaussian state ρ has a Gaussian 
Wigner function of the form

WG(x, p) =
1

(2π)n
√
det γ

e−
1
2 (r−〈r〉)Tγ−1(r−〈r〉)

�

(A.1)

and is completely characterized by its vector of mean values 〈r〉 = tr(rρ) and its covariance 
matrix γ , whose elements are given by

γij =
1
2
〈{r̂i, r̂j}〉 − 〈r̂i〉〈r̂j〉.� (A.2)

Here, r = (x̂1, p̂1, x̂2, p̂2, · · · , x̂n, p̂n) is the quadrature vector, 〈·〉 stands for the expectation 
value tr(·ρ), and {·, ·} stands for the anti-commutator. Remark that the covariance matrix γ  is 
a real, symmetric, and positive semi-definite matrix. It must also comply with the uncertainty 
relation

γ + i
Ω

2
� 0� (A.3)

where Ω is the so-called symplectic form, defined as

Ω =

n⊕
k=1

ω, ω =

(
0 1
−1 0

)
.� (A.4)

Equation (A.3) is a necessary and sufficient condition that γ  has to fulfill in order to be the 
covariance matrix of a physical state [66].

The purity µ of a Gaussian state is given by

µG =
1

2n
√
det γ

� (A.5)

and it can be shown that pure states having det γ = 1/4n are necessarily Gaussian.
The simplest example of a one-modal Gaussian state is the vacuum state |0〉. It has a vector 

of mean values equal to (0, 0)T  and its covariance matrix is given by γvac = 1/2. We can dis-
place the vacuum in phase state by applying a Gaussian unitary resulting in another Gaussian 

state called a coherent state |α〉 = D(α)|0〉, where D(α) = eαâ†−α∗â and â is the annihilation 

operator. The covariance matrix of a coherent state is the same as for the vacuum, but its vector 

of mean values changes as 〈r〉α =
√

2
(
�(α)
�(α)

)
. As another Gaussian unitary, we can squeeze 

the variance of a quadrature and obtain another Gaussian state known as a squeezed state 

|z〉 = S(z)|0〉 with S(z) = e
1
2 (z∗â2−zâ†2), where z = reiφ is a complex number (r is the squeez-

ing parameter and φ the squeezing angle). The symplectic matrix associated to this Gaussian 
unitary is given by

Sz =

(
cosh r − cos 2φ sinh r − sin 2φ sinh r

− sin 2φ sinh r cosh r + cos 2φ sinh r

)
� (A.6)

so that the covariance matrix of a squeezed state is given by

γz = Szγvac ST
z =

1
2

(
cosh 2r − cos 2φ sinh 2r − sin 2φ sinh 2r

− sin 2φ sinh 2r cosh 2r + cos 2φ sinh 2r

)
.

�

(A.7)
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A squeezing in the x (p ) direction corresponds to the choice φ = 0 (φ = π/2). Yet another 

(one-mode) Gaussian operation is the phase-shift R(θ) = e−iθâ†â. Its associated symplectic 
matrix is simply given by the rotation matrix

Rθ =

(
cos θ sin θ

− sin θ cos θ

)
.� (A.8)

The above operations are all the possible one-modal Gaussian unitaries. For n modes, there 
is a larger set of Gaussian unitary operations, which we do not need to discuss here. The key 
point is that, in state space, a Gaussian unitary always transforms a Gaussian state onto a 
Gaussian state. Its corresponding action in phase space is expressed via a symplectic transfor-
mation. That is, if a Gaussian unitary U transforms ρ  according to

ρ̂ → Uρ̂U†� (A.9)

its quadratures in phase space are transformed as

r̂ → S r̂ + d� (A.10)

where d is a real vector of dimension 2n and S  is a real 2n × 2n matrix. Regarding the mean 
values and covariance matrix of ρ, the transformation rules are

〈r〉 → S〈r〉+ d and γ → SγST .� (A.11)

The commutation relations between the quadratures have to be preserved along this transfor-
mation, which is the case if the matrix S  is symplectic, that is, if

SΩST = Ω� (A.12)

where Ω is defined in equation (A.4). Note that ΩT = Ω−1 = −Ω and Ω2 = −1. Be aware 
that this definition of symplectic matrices is linked to the definition of r (i.e. the ordering of 
the entries in r). If one chooses instead to define r = (x̂1, · · · , x̂n, p̂1, · · · , p̂n), then the matrix 

S  is symplectic if SJST = J  with J =
(

0 1

−1 0

)
. Here too, JT = J−1 = −J  and J2 = −1.

In addition, any symplectic matrix S  has the following properties:

	 •	�The matrices ST , S−1 and −S  are also symplectic.
	 •	�The inverse of S  is given by S−1 = −ΩSTΩ (or S−1 = −JSTJ , depending on the defini-

tion of r).
	 •	�detS = 1, which implies that det γ is conserved by any symplectic transformation.

	 •	�If r = (x̂1, · · · , x̂n, p̂1, · · · , p̂n) and S =
(

a b
c d

)
, then SJST = J  implies that abT and cdT 

are symmetric matrices and adT − bcT = 1.
	 •	�In terms of the associated symplectic transformation, a Gaussian unitary will be passive 

(it conserves the mean photon number) if and only if

d = 0 and STS = 1,� (A.13)

		 which means that the symplectic matrix S  must be orthogonal.

The Williamson’s theorem [67] states that, after the appropriate symplectic transformation, 
every real, positive semidefinite matrix of even dimension can be brought to a diagonal form 
γ⊕, with its symplectic values νk  on the diagonal (each νk  is doubly degenerate). In other 
words, there exists a symplectic matrix S  such that11

11 We use here the definition r = (x̂1, p̂1, · · · , x̂n, p̂n).
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γ = Sγ⊕ST , where γ⊕ =

n⊕
k=1

νk 12×2.� (A.14)

Obviously, since the determinant of a symplectic matrix is equal to 1, γ  and γ⊕ have the 
same determinant. Therefore, for a one-mode state, its symplectic value is simply equal to √
det γ . For a two-mode state, the two symplectic values ν± can be found using the follow-

ing formula [68]

ν± =

√
∆±

√
∆2 − 4 det γ

2
� (A.15)

where the covariance can be written in the block form

γ =

(
A C

CT B

)
� (A.16)

and ∆ = |A|+ |B|+ 2|C|. In general, one can find the symplectic values by diagonalizing the 
matrix iΩγ  and taking the absolute value of its eigenvalues (see e.g. [37, 39]).

Appendix B.  Calculation of detΓ

Here, we compute the determinant of the covariance matrix Γ of the y, z-quadratures (see 
equation (70)) as needed in the evaluation of the tight entropic uncertainty relation for two 
arbitrary vectors of quadratures, equation (71). As before, let y = (ŷ1, · · · ŷn)

T  be a vector of 
commuting quadratures and z = (ẑ1, · · · ẑn)

T  be another vector of commuting quadratures. 
We now suppose that they correspond to the output x-quadratures after applying two symplec-
tic transformations denoted as A and B onto the 2n-dimensional vector of input quadratures 
r = (x̂1, · · · , x̂n, p̂1, · · · , p̂n)

T . The corresponding 2n-dimensional vectors of output quadra-
tures are written as

rA = A r ≡
(

y
q

)
, rB = B r ≡

(
z
o

)
� (B.1)

where q (resp. o) is the vector of quadratures that are canonically conjugate with y (resp. 
z). Since equation (B.1) tells us how to obtain y  and z from x and p  through the symplectic 
transformations A and B , we can compute the elements of the covariance matrix Γ for the 
y, z quadratures, namely

Γij =
1
2
〈R̂iR̂j + R̂jR̂i〉 − 〈R̂i〉〈R̂j〉� (B.2)

with R = (ŷ1, ..., ŷn, ẑ1, ..., ẑn)
T. For example, we may evaluate Γij for 1 � i, j � n, namely

Γij =
1
2
〈

2n∑
k=1

Aikr̂k

2n∑
l=1

Ajlr̂l +

2n∑
l=1

Ajlr̂l

2n∑
k=1

Aikr̂k〉 − 〈
2n∑

k=1

Aikr̂k〉〈
2n∑

l=1

Ajlr̂l〉

=

2n∑
k=1

2n∑
l=1

AikAjlγkl

=

2n∑
k=1

2n∑
l=1

AikγklAT
lj

= (AγAT)ij.
�

(B.3)
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Similarly, we can show that Γi+n,j+n = (BγBT)ij and Γi,j+n = (AγBT)ij for 1 � i, j � n. Since 
the covariance matrix is symmetric, we obtain

Γ =

(
Γy Γyz

Γyz Γz

)
=

(
(AγAT)i,j=1,...,n (AγBT)i,j=1,...,n

(BγAT)i,j=1,...,n (BγBT)i,j=1,...,n

)
.� (B.4)

Notice that matrices AγAT , AγBT, BγAT and BγBT all have dimensions 2n × 2n but we 
truncate them to keep only the reduced matrices with indices running from 1 to n. Therefore, 
Γy, Γz and Γyz have dimension n × n, while Γ is a 2n × 2n matrix.

To simplify the expression of Γ, we use a block matrix representation of the symplectic 
transformations,

A =

(
Aa Ab

Ac Ad

)
and B =

(
Ba Bb

Bc Bd

)
� (B.5)

so that, for example,

AγAT =

(
Aa Ab

Ac Ad

)(
γx γxp

γxp γp

)(
AT

a AT
c

AT
b AT

d

)

=

(
AaγxAT

a +AaγxpAT
b +AbγxpAT

a +AbγpAT
b · · ·

· · · · · ·

)�

(B.6)

where we do not need to express the matrix elements denoted with dots since all we need to 
compute is

(AγAT)i,j=1,...,n = AaγxAT
a +AaγxpAT

b +AbγxpAT
a +AbγpAT

b .� (B.7)

By doing the same calculation for the other blocs of matrix Γ, we obtain that it can be written 
as the product of three matrices,

Γ =

(
Aa Ab

Ba Bb

)(
γx γxp

γxp γp

)(
Aa Ab

Ba Bb

)T

.� (B.8)

In particular, the determinant of Γ is given by

detΓ = det γ

[
det

(
Aa Ab

Ba Bb

)]2

.� (B.9)

Note that for a block matrix M of size (n + m)× (n + m) written as

M =

(
An×n Bn×m

Cm×n Dm×m

)
,� (B.10)

it is easy to see that the following equality holds (assuming that D is invertible12)
(

A B
C D

)(
1 0

−D−1C 1

)
=

(
A − BD−1C B

0 D

)
.� (B.11)

Thus, the determinant of this equation is

det(M) = det(A − BD−1C) det(D)� (B.12)

where we have exploited the fact that the determinant of a block triangular matrix is given by 
the product of the determinants of its diagonal blocks [69].

12 If D is not invertible, equation (B.11) can be written in a similar way in terms of A−1.
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Moreover, since B represents a symplectic transformation, it hence satisfies 

B
(

0 1

−1 0

)
BT =

(
0 1

−1 0

)
. In particular, this means that13 BaBT

b = BbBT
a  or Ba = BbBT

a B−T
b . 

Thus, using equation (B.12) together with the symmetry of the matrix BaBT
b , we can compute 

the determinant of the bloc matrix M in our case

det

[(
Aa Ab

Ba Bb

)]
= det(Aa −AbB−1

b Ba) detBb

= det(Aa −AbB−1
b BbBT

a B−T
b ) detBT

b

= det(AaBT
b −AbBT

a )

= det(BbAT
a − BaAT

b ).
�

(B.13)

Thus, the determinant of Γ can be written in terms of the blocks composing the two symplec-
tic transformations A and B

detΓ = det γ
(
det(BbAT

a − BaAT
b )
)2

.� (B.14)

Now, this expression can be rewritten in a form that does not explicitly include the blocks com-
posing A and B but uses the commutator matrix K instead. The elements of K are expressed as

Kji = [ŷj, ẑi]

=
2n∑

k=1

2n∑
m=1

AjkBim [̂rk, r̂m]

= i
2n∑

m=1

(
n∑

k=1

AjkBimδm,k+n −
2n∑

k=n+1

AjkBimδm,k−n

)

= i

(
n∑

k=1

AjkBi,k+n −
2n∑

k=n+1

AjkBi,k−n

)

= i

(
n∑

k=1

AjkBi,k+n −Aj,k+nBik

)

= i

(
n∑

k=1

(Aa)jk(Bb)ik − (Ab)jk(Ba)ik

)

= i
(
BbAT

a − BaAT
b

)
ij ,

�

(B.15)

which implies that

|detK| = |det(BbAT
a − BaAT

b )|� (B.16)

as proven in [56]. Hence, equation (B.14) can finally be expressed as

detΓ = det γ |detK|2� (B.17)

that is, equation (75).

13 (·)−T  denotes the transpose of the inverse.
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Appendix C.  Pure Gaussian states as eigenvectors of 12 RTΓ−1R

Here, we show that n-modal pure Gaussian states are eigenvectors of the operator 12 RTΓ−1R 
with eigenvalue n, see equation (91). In state space, a pure Gaussian state can be written as 
|ψG〉 = Ŝ|0〉, where Ŝ  is a Gaussian unitary and |0〉 is the n-modal vacuum state. Since the 
states considered in the proof of equation (71) are centered at the origin, we do not need 
to apply a displacement operator and Ŝ  is a n-modal squeezing operator (with arbitrary 

squeezing and rotation). In order to apply 12 RTΓ−1R onto state |ψG〉, we write the canonical 

transformation of r in phase space that corresponds to Ŝ  in state space (in the Heisenberg 
picture), namely Ŝ†r Ŝ = Mr, where M is a symplectic matrix so that γG = MγvacMT . 
Remember that γG is the covariance matrix for the x, p-quadratures, but we are interested 
in the covariance matrix Γ for the y, z quadratures. We thus use the following change of 
variables

Ŝ†
(

y
z

)
Ŝ = Ŝ†

(
Aa Ab

Ba Bb

)(
x
p

)
Ŝ =

(
Aa Ab

Ba Bb

)
Ŝ†

(
x
p

)
Ŝ =

(
Aa Ab

Ba Bb

)
M

(
x
p

)
� (C.1)

where we have use the fact that Ŝ  and 
(
Aa Ab

Ba Bb

)
 commute since they act on two different 

spaces. Then, we have

1
2

RTΓ−1 R |ψG〉 = 1
2

RT Γ−1 R Ŝ|0〉

=
1
2

ŜŜ† RT ŜΓ−1Ŝ† RŜ |0〉

=
1
2

Ŝ
(
Ŝ†yŜ Ŝ†zŜ

)
Γ−1

(
Ŝ†yŜ
Ŝ†zŜ

)
|0〉

=
1
2

Ŝ
(
x p

)
MT

(
Aa Ab

Ba Bb

)T

Γ−1
(
Aa Ab

Ba Bb

)
M

(
x
p

)
|0〉

=
1
2

Ŝ rT γ−1
vac r |0〉

= Ŝ (|x|2 + |p|2) |0〉
= n Ŝ|0〉 = n |ψG〉.

�

(C.2)

To find the fifth line, we have used equation (B.8) in order to compute the inverse of Γ, namely

Γ−1 =

[(
Aa Ab

Ba Bb

)
γG

(
Aa Ab

Ba Bb

)T
]−1

=

[(
Aa Ab

Ba Bb

)
MγvacMT

(
Aa Ab

Ba Bb

)T
]−1

.� (C.3)

Thus, equation (C.2) expresses that |ψG〉 is an eigenvector of 12 RTΓ−1R with eigenvalue n, as 
advertized.
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