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We introduce a weak form of the realignment separability criterion which is particularly suited to detect
continuous-variable entanglement and is physically implementable (it requires linear optics transformations and
homodyne detection). Moreover, we define a family of states, called Schmidt-symmetric states, for which the
weak realignment criterion reduces to the original formulation of the realignment criterion, making it even more
valuable as it is easily computable especially in higher dimensions. Then, we focus in particular on Gaussian
states and introduce a filtration procedure based on noiseless amplification or attenuation, which enhances the
entanglement detection sensitivity. In some specific examples, it does even better than the original realignment

criterion.
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I. INTRODUCTION

When it comes to mixed states, determining whether a state
is entangled or not is provably a hard decision problem [1,2].
Still, it has long been and it remains an active research topic
because entanglement is a key resource for quantum infor-
mation processing. Both for discrete- and continuous-variable
systems, various separability criteria—conditions that must
be satisfied by any separable state—have been derived.
Probably the best known criterion is the Peres-Horodecki
criterion [3,4], also called the positive partial transpose (PPT)
criterion. Introduced for discrete-variable systems, it states
that if a quantum state is separable, then its partial transpose
must remain physical (i.e., positive semidefinite). This PPT
condition is, in general, only a necessary condition for separa-
bility. It becomes sufficient only for systems of dimensions
2 x 2 and 2 x 3 [4]. The PPT criterion was generalized to
continuous variables (i.e., infinite-dimensional systems) by
Duan et al. [5] and Simon [6]. Interestingly, it is necessary
and sufficient for all 1 x n Gaussian states [7] and n x m
bisymmetric Gaussian states [8]. In all other cases, when a
state is entangled but its partial transpose remains positive
semidefinite, we call it a bound entangled state [1,9]. These
are entangled states from which no pure entangled state can
be distilled through local (quantum) operations and classical
communications (LOCC).

Many other separability criteria have been developed over
years (see, e.g., [10-14], and consult [1] for an older, but still
relevant, review). Among them, we focus in the present paper
on the realignment criterion [15,16]. This criterion is unre-
lated to the PPT criterion and thereby enables the detection
of some bound entangled states in both discrete-variable [16]

2469-9926/2021/104(2)/022427(16)

022427-1

and continuous-variable cases [17]. Unfortunately, the re-
alignment criterion happens to be generally hard to compute,
especially for continuous-variable systems. To our knowl-
edge, it has only been computed for Gaussian states by Zhang
et al. [17] and yet, the difficulty increases with the number of
modes.

In this paper, we introduce a weaker form of the realign-
ment criterion which is much simpler to compute and comes
with a physical implementation in terms of linear optics and
homodyne detection; hence it is especially suited to detect
continuous-variable entanglement. It is, in general, less sen-
sitive to entanglement than the original realignment criterion
and cannot detect bound-entangled states, but it happens to be
equivalent to the original realignment criterion for the class
of Schmidt-symmetric states. Furthermore, we show that by
supplementing this criterion with a filtration method, it is
possible to greatly improve it and sometimes even surpass the
original realignment criterion while keeping the simplicity of
computation.

In Sec. II, we review the definition of the realignment
criterion, focusing especially on the realignment map R. We
link different formulations of this criterion and list its main
properties. In Sec. III, we introduce the weak realignment cri-
terion and show that for a class of states that we call Schmidt
symmetric, both the weak and original realignment criteria are
equivalent (while the former is much easier to compute than
the latter). In Sec. IV, we apply the weak realignment crite-
rion to continuous-variable states and give special attention to
Gaussian states. The idea is to compare to the work of Zhang
et al. [17], which relied on the original formulation of the
criterion. We notice that several entangled states remain un-
detected by the weak realignment criterion and, unfortunately,
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the latter cannot detect bound entanglement. As a solution,
we introduce in Sec. V a filtration procedure that enables a
better entanglement detection by bringing the state closer to
a Schmidt-symmetric state, hence increasing the sensitivity
of the entanglement witness. In Sec. VI, we provide some
specific examples for 1 x 1 and 2 x 2 Gaussian states. In
some cases, the filtration procedure supplementing the weak
realignment criterion enables a better entanglement detection
than the original realignment criterion. Finally, we give our
conclusions in Sec. VII.

II. REALIGNMENT CRITERION AND
REALIGNMENT MAP

It is well known that any bipartite pure state [{)4p can
be decomposed according to the Schmidt decomposition
|¥)ag = Y _; Ailia)lig), where |ix) and |ig) form orthonormal
bases of subsystems A and B, and the A;’s are non-negative
real numbers satisfying Y, A? = 1 known as the Schmidt
coefficients [18]. The number of nonzero coefficients is called
the Schmidt rank and denoted as r. A pure state is entangled
if and only if r > 1. Interestingly, the entanglement classes
under LOCC transformations are uniquely determined by the
Schmidt rank [19].

An analogous Schmidt decomposition can also be defined
for mixed states [20]. Let p be a mixed quantum state of
a bipartite system AB; then it can be written in its operator
Schmidt decomposition as

p=7 MA®B, (1)

i=1

with the Schmidt coefficients X; being some non-negative
real numbers, the Schmidt rank r satisfying 1 <r <
min{dim A, dim B}, and with {A;} and {B;} forming orthonor-
mal bases' of the operator spaces for subsystems A and B with
respect to the Hilbert-Schmidt inner product, i.e., Tr(AI.TA )=

Tr(BlTB ;) = &;;. The Schmidt coefficients A; are unique for a
bipartite state p and reveal some of its characteristic features.
For example, the purity of p can be expressed as Tr p? =
Yii A

Similarly as for pure states, the operator Schmidt decompo-
sition can be employed as an entanglement criterion for mixed
bipartite states; this is called the computable cross-norm cri-
terion and is defined as follows.

Theorem 1 (Computable cross-norm criterion [15]). Let
p be a state with the operator Schmidt decomposition p =
Y_1 AAi ® B If p is separable, then Y !, 1; < 1. Con-
versely, if Y '_; A; > 1, then p is entangled.

The proof is given in Appendix A for completeness.

There exists an alternative formulation of the computable
cross-norm criterion which, as we will see, turns out to be
more convenient when considering continuous-variable states.
This reformulation is done by defining a linear map R called

'If the operator is Hermitian (such as p), then the operators A; and
B; can be chosen Hermitian too. But the Schmidt decomposition is
not unique and there exist other possible Schmidt decompositions of
an Hermitian operator with non-Hermitian operators A; and B;.

a realignment map, whose action on the tensor product of
matrices A = Zij a;li)(jl and B =), bylk){l| is

R(A®B) = Zaijbkl|i>|j)<k|<l|~ 2
ijkl

Since any bipartite state p can be decomposed into A ® B
products according to Eq. (1), one can easily express its re-
alignment R(p) based on definition (2). Thus, the realignment
map simply interchanges the bra vector (j| of the first sub-
system with the ket vector |k) of the second subsystem. Note
that the map R is basis dependent; namely, it depends on the
basis in which the matrix elements g;; and by, are expressed.
When applying R to continuous-variable states in Secs. IV, V,
and VI, we will always assume that |i), |j), |k), and |I) are
Fock states, so that Eq. (2) must be understood in the Fock
basis.

Using the state-operator correspondence implied by the
Choi-Jamiotkowski isomorphism [21,22], we can identify ma-
trices with vectors living in the tensor-product ket space,
namely, |A)= Zij a;;li)|j) and |B)=",, b |k)|l). Their cor-
responding dual vectors are noted (A| =), j a;f].(i|( Jj| and
(Bl =Yy, by, (k|{l], living in the tensor-product bra space.
Hence, the above map can be reexpressed as

R(A® B) = |A)(B"], 3)

where complex conjugation is also applied in the preferred
basis. Using the fact that?

4) = Y aili)lj) = A® D)
ij

and

(B*l =Y bylil(jl=(QIB" @1), @
ij

where [Q2) = ", |i)|i) is the (unnormalized®) maximally en-
tangled state and 1 = ), |i) (| is the identity matrix, one can
also rewrite the realignment map as

RA®B) = (A®1)|Q)QB" @ 1)
= (A® DIQ)(Q|(1 ® B), ®)

which will happen to be useful when considering the optical
realization of the separability criterion.

It is obvious that R(R(p)) = p, so that definition (3) can
also be restated as

R(|A)(B))=A® B". (6)
Note the special cases

RA Q1) = |2)(,

R(IQ)(Q2) =1&1, (7

which are trivial consequences of |1) = |2) and Q=1.

A DIR) =3 a;(10 (1@ 1) Yo Ik)k) = 3, aili) ).

3This definition of |Q2) remains useful even for continuous-
variable (infinite-dimensional) systems, where it can be interpreted
as a (unnormalized) two-mode squeezed vacuum state with infinite
squeezing. The definition of R given by Eq. (5) remains thus valid
with |Q) = Y77 lii), where |i) stand for Fock states.
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It will also be useful in the following to define the
dual realignment map RT, which is such that Tr(p; R(02)) =
Tr(R"(p1) p»). Definitions (3) and (5) translate into

R'(A®B) = |B")(A"],
=B @DI2QUA® 1),
= (1 ®B)Q(QUA R 1). (8)

Coming back to the question of separability, let us now
state the following theorem.

Theorem 2 (Realignment criterion [16]). If the bipar-
tite state p is separable, then || R(p) ||< 1. Conversely, if
Il R(p) |l > 1, then p is entangled.

Proof. From Eq. (3), the realignment of a product state is
given by

R(pa ® pp) = |pa){rgl, 9

and therefore

I R(pa ® pp) llv= Try/Ipa)(oglog)(pal < 1, (10)

where || O |lg= Tr(~+OO7) denotes the trace norm* of an
operator O and the inequality is found using the Hilbert-
Schmidt inner product, (A|B) = Tr(A'B). The convexity of
the trace norm implies that || R(p) || < 1, for any separable
state p = >, pip? ® pB, with p; > 0and Y, p; = 1. [ |

Theorem 2 is called the realignment criterion as the detec-
tion of entanglement exploits the map R. But it is interesting
to note that || R(0) || coincides with the sum of the Schmidt
coefficients of p, so the realignment criterion is actually
equivalent to Theorem 1 [23,24]. Indeed, let p be a state
with the operator Schmidt decomposition p = er LiA; ® B;.
Then, according to Eq. (3),

R(p)= ) MRA ®B)= ) MIANB]| (1)

and

I R(o) lle = Tr| [ %idjIA (BB A,]

iJ

[ a2 A

> |A,»||A,-><A,»|} =Y N (12

since {A;|A;) = (B;|B;) = §;;. Theorem 2 is thus equivalent to
Theorem 1.

As a trivial example of Theorem 2, let us consider two
d-dimensional systems (with d > 2). The maximally mixed
state p =1 ® 1/d*> is mapped to R(p) = |Q)(RQ|/d* [see
Eq. (7)], so its trace norm is || R(p) |lx=1/d <1 as ex-
pected since p is separable. Conversely, according to Eq. (7),

=T

—

=T

—

4The trace norm of O is equivalent to the sum of the singular values
of O, which are given by the square roots of the eigenvalues of OOT.
For an Hermitian operator, the trace norm is simply equal to the sum
of the absolute values of the eigenvalues.

the maximally entangled state p = |Q2)(€2|/d is mapped to
R(p)=1®1/d, so that | R(p) |lx=4d > 1 and the entan-
glement of p is well detected in this case.

Finally, it is worth adding that, by inspection, definition (2)
of the realignment map can be decomposed as

RA®B)=(A®B")F)", 13)

where ()™ denotes a partial transposition on the second sub-
system (B), and F = Zi’j lij)(ji| = |2)(K2|" is the exchange
operator [25]. From this, we obtain the following:

Remark 1. For any state p, the realignment map can be
defined as

R(p) = (p"F)"> = (pF)"F. (14)

In other words, the map R boils down to the concatenation
of partial transposition on subsystem B, then applying the
exchange operator F' to the right, followed by partial trans-
position on subsystem B again. Conversely, the roles of F and
()™ can be exchanged. This alternative definition of R allows
us to express the trace norm as

I R(P) llw= Il (0F)"F llu=1 (0F)" lle,  (15)

where the last equality comes from the fact that, for any
operator A, we have

| AF |lu = Try/AF(AF )T = Tev/AFFIAT
=TrvAA" =|| A ||« (16)

since FF" = FF = 1.From Eq. (15), it becomes obvious that
for the special case of states p; belonging to the symmetric
subspace, i.e., states satisfying F p; = p,F = py, the realign-
ment criterion coincides with the PPT criterion [26]. Indeed,
| R(po) le=Il o7 I and || p lle= 3, 3| > 1 implies that
at least one eigenvalue A of the partial-transposed state p!>
is negative, since Tr(p;) = Tr(p?) = > ;A = 1 (whichis the
PPT criterion). Beyond the case of states in the symmetric
subspace, however, the realignment and PPT criteria are gen-
erally incomparable criteria.

Of course, the dual realignment map R' can also be defined
similarly as in Eq. (14), namely,

R'(p) = (Fp™)" = F(Fp)". (17

The difference with the (primal) realignment map R is that the
exchange operator F is applied to the left. To be complete,
let us mention that maps R and R' can also be defined using
partial transposition on the first subsystem denoted as (-)7,
namely,

R(p) = (Fp™)" = F(Fp)",
R'(p) = (p""F)'' = (pF)"'F. (18)

III. WEAK REALIGNMENT CRITERION

Let us now introduce the weak realignment criterion,
which is in general not as strong as the original realignment
criterion but has the advantage of being easily computable
and physically implementable using standard optical compo-
nents. The weak realignment criterion applies to all states
but our main focus in this paper will be its application to
continuous-variable states (see Sec. IV). We will in particular
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provide some explicit calculations in the case of n x n mode
Gaussian states, in which case it boils down to computing a
simple quantity that only depends on the covariance matrix of
the state. As expected, however, the easiness of computation
comes with the price of a lower entanglement detection sen-
sitivity than the one of the original realignment criterion for
Gaussian states as calculated in [17]. As a way to overcome
this problem, we show below that, for a special type of states
that we call Schmidt symmetric, the weak form and original
form of the realignment criterion become equivalent. This
suggests the use of a filtration procedure for augmenting the
detection sensitivity. As explored in Sec. V, we may “sym-
metrize” the state by locally applying a noiseless amplifier or
attenuator (it does not affect the separability of the state, so
we may apply the weak realignment criterion on the filtered
state).

A. Formulation

It is well known that the trace norm of an operator is greater
than or equal to its trace (and we have equality if and only if
the operator is positive semidefinite). Using Eq. (14), we have
that for any state

I R(p) e = TrR(p) = Tr(p™F) = Tr(p F*)
= Tr(p [Q2)(R2]) = (L2]p|€), 19)

where we have used the invariance of the trace under partial
transposition (-) (first equality), the identity Tr(A B%) =
Tr(A™2B) for any bipartite operators A and B, and the definition
of F'. Note that this result can also be obtained by noticing that

Tr(R(p) 1 ® 1) = Tr(p R' (1 ® 1)) = Tr(p |Q(LQ]). (20)

We can thus state the following theorem:

Theorem 3 (Weak realignment criterion). For any bipartite
state p, the trace norm of the realigned state can be lower
bounded as

I R(p) llr = TrR(p) = ($2|p|€2). 2h

Hence, if p is separable, then (Q2]p|2) < 1. Conversely, if
(2| p|€2) > 1, then p is entangled.

In other words, the weak realignment criterion amounts
to computing the fidelity of state p with respect to |2). It is
immediate that its entanglement detection capability can only
be lower than that of the original realignment criterion, Theo-
rem 2. Furthermore, if we deal with bound-entangled states,
the weak realignment criterion cannot detect entanglement.
Indeed, we can link the weak realignment criterion with the
PPT criterion by expressing

I RP)? llw= 1l p"F lu=Il p” llu, (22)

where we have used Eqs. (14) and (16), combined with the
inequality

I R(p)" llu=> Tr(R(p)"™) = TrR(p). (23)
Thus,
I o lle = TrR(p), (24)

and we deduce that the weak realignment criterion is weaker
than the PPT criterion. If a state is bound entangled, we

have | p” |lx= 1 which then implies that Tr R(p) < 1, so its
entanglement cannot be detected with the weak realignment
criterion.

It is instructive to apply the weak realignment criterion on
each component of the operator Schmidt decomposition of p.
Using Eq. (5), we have

TrR(A ® B) = (QA ® B|Q) = Tr(AB),  (25)
which implies that if p = )", 1;A; ® B;, then

TrR(p) = Z,\,» Tr(AB]) = Zx,- (BfIA}).  (26)

Remembering that || R(p) |l«= Y _; A;, it appears that we must
have B; = A? in order to reach a situation where Tr R(p) =
|| R(p) ||« This is analyzed now.

B. Schmidt-symmetric states

We now show that for Schmidt-symmetric states, the weak
and original forms of the realignment criterion become equiv-
alent (while the weak form is much simpler to compute).
Let us define Schmidt-symmetric states py as the states that
admit an operator Schmidt decomposition with B; = A}, Vi,
namely,

psen = D hiAi ® AT @7

These states satisfy F psen ' = pZ,;, since applying F on both
sides is equivalent to exchanging the two subsystems and
since the Schmidt coefficients are real. Note that the converse
is not true as there exist states p that satisfy F'pF = p* but are
not Schmidt symmetric, for example, the state p = Zi LA R
(—A}). For any state p that satisfies F pF = p*, it is easy to
see that R(p) is Hermitian since’

R(p)" = (pF)2F)" = F(p*F)"
=F(Fp)" = R(p), (28)

where we have used Egs. (14) and (18). Thus, R(psp) is
necessarily an Hermitian operator.

Actually, using the definition (3) of the realignment map
R, it appears that R(psch) = Y _; Ai|A;) {Ail is positive semidefi-
nite, so that || R(psch) |le= Tr R(psch ). Conversely, if the latter
equality is satisfied for a state p, it means that R(p) is positive
semidefinite so it can be written as R(p) = >, Ai|A;){(Ail,
which is nothing else but the realignment of a Schmidt-
symmetric state. We have thus proven the following theorem:

Theorem 4 (Schmidt-symmetric states). A bipartite state p
is Schmidt symmetric (i.e., it admits the operator Schmidt
decomposition p = )", A; A; ® A}) if and only if

I R(p) lle=Tr R(p). (29)

This entails the coincidence between the weak form of the
realignment criterion derived in Theorem 3 and the original
realignment criterion of Theorem 2 in the special case of
Schmidt-symmetric states.

SBe aware that R(p)" is distinct from the dual map R'(p).
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Incidentally, we note that the (necessary) condition
FpF = p* for a state to be Schmidt symmetric resembles the
(necessary and sufficient) condition F'pF = p for a state to
be symmetric under the exchange of the two systems. For
this reason, when building a filtration procedure in order to
bring the initial state closer to a Schmidt-symmetric state (see
Sec. V), we will “symmetrize” the state. More precisely, we
will exploit the fact that the condition F pF = p* implies that
Try p = Tr; p*. In other words, Schmidt-symmetric states are
such that the reduced states of both subsystems are complex
conjugate of each other, namely, o2 = 05, |, Which is also
a simple consequence of ’

Psch1 = Tra(psen) = Z)»iAi TrA7,
i

pscn2 = Tri(pen) = Y A A7 TrA;. (30)

l

Hence, they have the same eigenspectrum since their eigenval-
ues are real, and in particular the same purity (but the converse
is not true),

Tr(,ofch,l) = Tr(ﬁi-h,z)' (31)

The filtration procedure that we apply in Sec. V follows
Eq. (31) in the sense that we will “symmetrize” the initial state
so that the two subsystems reach the same purity.

IV. WEAK REALIGNMENT CRITERION FOR
CONTINUOUS-VARIABLE STATES

A. Preliminaries and symplectic formalism

Now, we turn to the application of the weak realign-
ment criterion for continuous-variable states (i.e., living in an
infinite-dimensional Fock space). We start by briefly intro-
ducing the symplectic formalism employed for continuous-
variable states. More details can be found, for example,
in [27,28].

A continuous-variable system is represented by N modes,
each of them associated with a Hilbert space spanned by the
Fock basis and having its own mode operators a; and a;f which
verify the commutation relation [a;, aj'] = 1. We define the
quadrature vector r = (x1, p1, X2, P2, - - . , X, PN ), Where

1 N 1 "
Xxi=—7=(aj+a), pi=——7(@—a)) Yi=1,...,N.
V2 "t
(32)

Each quantum state p can be described by a quasiprobabil-
ity distribution function, the Wigner function

W(x,p) = /dyef""'y<X+y/2|,0IX—y/2>, (33)

1
2N
which is normalized to one.

The first-order moments constitute the displacement vec-
tor, defined as (r) = Tr(rp), while the second moments make
up the covariance matrix y whose elements are given by

(ri)(rj), (34)

where {-, -} represents the anticommutator.
A Gaussian state is fully characterized by its displacement
vector and covariance matrix and its Wigner function has a

vij = i) —

Gaussian shape. Some relevant examples of Gaussian states
are the following:

(1) The coherent state |) is a displaced vacuum state
(where @ = 0), meaning that the covariance matrix is the one
of the vacuum yjq) =y, = 5(; ") but the first moment
depends on the value of «.

(i) The squeezed state |r): the uncertainty of one
quadrature is minimized by squeezing it according to the
squeezing :Parameter r; the covariance matrix is given by
vn=3(5 o)

(iii) The thermal state p,; is a mixed state where the un-

certainties of each quadratures are equal, but not minimals; the

covariance matrix is given by y;, = %((Z)W ! 2<n>0 + 1), where
(n) is the mean photon number.
(iv) The two-mode squeezed vacuum state | TMSV) is a

two-mode state with covariance matrix

cosh 2r 0 sinh 2r 0
1 0 cosh 2r 0 — sinh 2r
YISV =9 | sinh2r 0 cosh2r 0
0 — sinh 2r 0 cosh2r

(35)
If the squeezing r tends to infinity, one recovers the well-
known Einstein-Podolsky-Rosen (EPR) state.

A Gaussian unitary transformation is a unitary transfor-
mation that preserves the Gaussian character of a quantum
state. In terms of quadrature operators, a Gaussian unitary
transformation is described by the map

r - Sr+d, (36)

where d is a real vector of dimension 2N and S is areal 2N x
2N matrix which is symplectic.

B. Examples of realigned states

It is instructive first to check the action of the realignment
map R on some of the well-known states of quantum optics:

(a) Fock states®:
R(|n1){n2| @ [n3)(nal) = Im){n3| ® |n2)(nal.

(b) Position states’:
R(|x1) (x2| @ [3) {xal) = |x1) (x3] @ |x2) (xal.

(c) Momentum states®:
R(Ip1){p2| ® |p3)(pal) = |p1){=p3| ® | — p2)(pal.

(d) Coherent states:
R(la){Bl @ [y)(8D) = le)(y*| ® [B*)(8].  In  particular,
R(la){a| @ o) (o)) = o) (o] ® e*){e*|, so that a pair
of phase-conjugate coherent states is invariant under R.

(e) Two-mode squeezed vacuum state:
Defining ITMSV) = (1 — )2 Y, ' i)li) with
0 <t <1 characterizing the squeezing, we obtain
R(TMSV)(TMSV|) = £ p, ® pin where  py = (1 — 1)

®Remember that the Fock basis {|n)} is used as the preferred basis
with respect to which the realignment map R is defined.

"This can be proven using Eq. (5) and expressing |Q2) = >, |n, n)
in the position basis, namely, |Q2) = [ dx |x, x).

8This can be proven using Eq. (5) and expressing |Q2) = >, In,n)
in the momentum basis: |Q) = [dp|p, —p).
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pP 50:50

FIG. 1. Weak realignment criterion for a (two-mode) state p. The
trace of the realigned state R(p) is obtained by computing the proba-
bility of measuring x; = p, = 0 on the output state after processing
p through a 50:50 beam splitter [see Eq. (38)].

> 7'|i)(i] is a thermal state. Entanglement is detected in this
case since || R(JTMSV)(TMSV)) |lu= }% > 1 as soon as
T > 0.

(f) Tensor product of thermal states:
R(poin @ pn) = }% ITMSV)(TMSV| so that we have

| R(otr @ pen) lle= }1—; < 1, as expected for a separable
state.

C. Expression of Tr(R) for arbitrary states

Let us now show how the weak form of the realignment
criterion provides us with an implementable entanglement
witness for all continuous-variable states. According to
Eq. (21), in order to access Tr R(p) we need to project state
p onto |2), which can be thought of as an unnormalized
infinitely entangled two-mode vacuum squeezed state. As
proven in Appendix B, the latter can be reexpressed as

1) = /7 Ujggl0),10) . (37)

that is, it can formally be obtained by applying (the reverse
of) a 50:50 beam splitter Gaussian unitary Ugg on an input
state of the product form |0),,|0),,, Where Ugg|z)y 12 )x, =
|(z = 2)/~/2)x, |z + 2)/+/2)s, in the position eigenbasis and
[0}y, (10)p,) is the position (momentum) eigenstate with zero
eigenvalue. Therefore,

Tr R(p) = 77 (1, (Ol p, Uss p Ujig 100, 10),.  (38)

Hence, implementing the weak realignment criterion amounts
to expressing the probability of projecting the state p’ =
Ups pUgS onto |0),,10),, where p’ is the state obtained at
the output of a 50:50 beam splitter (see Fig. 1 for the two-
mode case). This yields an experimental way of constructing
an entanglement witness using standard optical components
since entanglement is detected simply by applying a Gaussian
measurement on the state [27,29].

Furthermore, this entanglement witness can be gen-
eralized to nxn modes with quadrature components
X4 = (X1, ..., %), PB = (Putis - - - » P2n)- We have’

1Qxn) = T2 Ujg 10)5,10) s (39)

with the shorthand notation [0),, = 10, ..., 0)4, and |0),, =

0, ..., 0)p,; hence
TrR(p) = 7" (0], (Olp, £"10)x,10)p,- (40)

To be more precise, if the n first modes belong to Alice and the n
last modes belong to Bob, we apply n 50:50 beam splitters between
Alice’s ith mode and Bob’s ith mode, fori =1, ..., n.

o o 0 o
, o 0o 0o o o o
T oo oo T ’}’w:<..>

o o 0 o
e 000 00 0 o
e 0 00 00 0 0
e 000 00 0 o )

, e 0 00 00 0 0 )

T = o oeoeeeee ’_)wa:oooo
o 000 00 0 o e o 0 o
e 0 00 00 0 0
o e 006 00 0 0

FIG. 2. Construction of the restricted covariance matrix y,, from
the covariance matrix y’, when n =1 and n = 2. The red bullets
correspond to the entries of y’ that are copied in y,, while the black
bullets are the entries that are dropped.

D. Expression of Tr(R) for Gaussian states

If the initial state p is an n x n Gaussian state, the state
p' = Ups p Ugs will be Gaussian too (since the beam splitter
is a Gaussian unitary). Its Wigner function is thus given by

1
(2m)2/det y’

where r = (x, p1, X2, P2, . - -, X20, P2s) and y’ is the covari-

ance matrix of p’ obtained as
1 ]12n - ]12n )
S=— (42)
\/E <]12n ILZn

being the symplectic matrix representing the beam-splitting
transformation and y being the covariance matrix of p. The
probability of projecting p’ onto |0)y, |0)p, as of Eq. (40) is
thus easy to compute. Indeed, the probability distribution of
measuring X4 on the n modes of the first system and pp on the
n modes of the second system is given by!°

W, (r) = e (41)

y =8yST with

P(x4, p) = o Hn ) g3

1
2m)yn/det yy,
where y,, (“w” is for witness) is the restricted covariance
matrix obtained by removing the lines and columns of the
unmeasured quadratures of y’ (see Fig. 2 for examples with
n = 1and 2). Thus (2|p|2) = 7"P(0,0) = 57— In Ap-
pendix C, we show how P(0, 0) can also be computed directly
in a two-mode case (n = 1).

We are now ready to state the following theorem:

Theorem 5 (Weak realignment criterion for Gaussian
states). For any n x n Gaussian state p, the trace norm of
the realigned state can be lower bounded as

]

I R(p9) Il = TrR(p®) = (44)

1
2n/dety,

10The probability distribution is Gaussian since we are dealing with
Gaussian states.
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Hence, if p is separable, then W < 1. Conversely,
1
if ——— > 1, then pY is entangled. (45)

2n/det y,,

Incidentally, we note that condition (45) is equivalent
to dety, < 1/4" and can thus be viewed as checking the
nonphysicality of y,, via the violation of the Schrodinger-
Robertson uncertainty relation. This is in some sense similar
to the PPT criterion, which is based on checking the nonphys-
icality of the partially transposed state.

Consider the special case of a two-mode Gaussian state
(n = 2). Its covariance matrix can always be transformed into
the normal form [5]

a 0 ¢ O

o 0 a 0 d 46)
c 0 b O
0 d 0 b

by applying local Gaussian unitary operations,!' which are
combinations of squeezing transformations and rotations and
hence do not influence the separability of the state. Applying
Theorem 5, we get

1

Gy _
TR = oo,

and the weak realignment criterion reads
1
Va+b—=2c)a+b+2d)

In comparison, it was shown in [17] that for a covariance
matrix in the normal form, Eq. (46), the trace norm of the
realigned state is given by

> 1 = pY is entangled.

1
I R(p9) llu= .48

2/ (Vab — le)(/ab — |d])

Comparing Eqgs. (47) and (48) illustrates the fact that the weak
realignment criterion is generally weaker than the original
form of the realignment criterion [there exist states such that
I R(09) llw > 1 while Tr R(p®) < 1.

As already mentioned, both criteria become equivalent if
the state is in a Schmidt-symmetric form. In this case, for a
general n x n Gaussian state p described by the covariance

matrix
A C
G
= , 49
y (CT B) (49)

it implies that both reduced covariance matrices must be iden-
tical, namely, A = B. Indeed, ¢ being Schmidt symmetric
implies that Fp®F = (p%)*. Exchanging Alice and Bob’s
systems yields a Gaussian state F pCF of covariance matrix
(g CAT), while (p)* = (p°)T is a Gaussian state that admits

"'"The covariance matrix of the TMSV state, Eq. (35), is an example
of the normal form.

A

T
the covariance matrix (& ). Identifying these two co-

variance matrices, we conclude that any Schmidt-symmetric
Gaussian state must have a covariance matrix of the form

G (A C) (50)
Vsch = CT A .

In particular, both reduced covariance matrices have the same
determinant, i.e., det A = det B, which is expected since we
know from Eq. (31) that the two reduced states have the
same purity, Tr((p?)?) = W#ﬁ and Tr((p$)?) = Wﬁ'
In Sec. V, we apply a filtration procedure that brings the
Gaussian state closer to a Schmidt-symmetric Gaussian state,
which will have the effect of bringing the covariance ma-
trix (49) closer to the form (50). More precisely, we will
consider a filtration that equalizes the determinants of the
reduced covariance matrices (hence, the two subsystems reach
the same purity). We say that a covariance matrix of the
form (49) has been symmetrized when det A = det B.

Note that the covariance matrix in form (50) is a necessary
but not sufficient condition for a Gaussian state to be Schmidt
symmetric. A necessary and sufficient condition must imply
additional constraints on matrix C. Let us show this for a
two-mode Gaussian state with covariance matrix in the normal
form

a
0
c
0

, (G

QU © 8 O
S Q& O o
QO O

which is a special case of Eq. (50). Using Eq. (47), we obtain
1

TR = S =T a 2)
while Eq. (48) implies that
1 (53)

R = .
I R(p) Il N )R]
Both formulas are thus equivalent only if ¢ > 0 and d < 0,
which gives the additional constraint on C. Thus, the nec-
essary and sufficient condition for a two-mode state with
covariance matrix in normal form (46) to be Schmidt sym-
metricis thata = b, ¢ > 0,and d < 0.

This last point can be illustrated by considering |Q2) =
Y, Imn) = [dx|x,x) = [dp|p, —p), which can be viewed
(up to normalization) as the limit of a two-mode squeezed
vacuum state with infinite squeezing. It has ¢ > 0 and d < 0
since the x’s are correlated and p’s are anticorrelated. It admits
an operator Schmidt decomposition |Q2) (2| = Zn’m [n)(m| ®
|n)(m| with all Schmidt coefficients being equal to one and
the associated operators A, ,, = B, , = |n){m|; hence it is
Schmidt symmetric since it satisfies B, , = A, . Now, let us
apply a phase shift of 77 on one of the modes, yielding |Q') =
Y, (=D)"n)|n) = [dx|x, —x) = [dp|p, p). Here, we have
¢ <0 and d > 0 since the x’s are anticorrelated and p’s
are correlated, so it should not be Schmidt symmetric. Ac-
cordingly, it can be checked that |Q')(Q’| does not admit
an operator Schmidt decomposition with B, , = A" . We

n,m*

may decompose it as |Q')(Q'| =Y, , Anm ® Bum Where all
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Schmidt coefficients are again equal to one and, for example,
Apm =Bym = i’l+m|n) (m| or Ay = (_l)nerBn,m = |n){m],
but in all cases B, ,, # Ay ,,. This is an example of an (un-
normalized) state verifying F'pF = p* but that is not Schmidt
symmetric. Since |2) and |Q2’) share the same Schmidt coef-
ficients, the trace norm of their realignments coincide and are
equal to the trace of the realignment of |€2) only (in contrast,
the trace of the realignment of |Q’) vanishes).

The link between |Q2) and |Q’) suggests that a suitable
local phase shift operation performed on one of the modes
of a state can be useful to make the state closer to being
Schmidt symmetric, and hence to enhance the detection ca-
pability of the weak realignment criterion (an example of this
feature is shown in Sec. VI). Applying a local phase shift
operation is, however, not always sufficient to make the state
exactly Schmidt symmetric, as can be seen by considering
a covariance matrix of the form (46), where we impose that
¢ >0 and d < 0. Indeed, as soon as a # b, one can verify
that Tr(R(p)) < || R(p) |l as a consequence of the well-
known inequality between arithmetic and geometric means,
Vab < (a+ b)/2, which is saturated if and only if a = b.

V. IMPROVEMENT OF THE WEAK REALIGNMENT
CRITERION VIA FILTRATION

According to Theorem 5, the trace norm of the realigned
state || R(p) || is greater than (or equal to) Tr R(p), which
for n x n Gaussian states is a quantity that solely depends
on the determinant of the restricted covariance matrix y,,.
For this reason, while it is easier to compute (especially in
higher dimension), the weak realignment criterion has gen-
erally a lower entanglement detection performance than the
realignment criterion (as applied in [17]). This suggests the
possibility of improving the criterion by transforming the
state via a suitable (invertible) operation prior to applying the
criterion.

Since the trace norm and trace of the realigned state are
equivalent for a Schmidt-symmetric state, the natural idea is
to find a procedure that ideally transforms the initial state
into a Schmidt-symmetric state without of course creating or
destroying entanglement. We focus here on n x n Gaussian
states and exploit the fact that any Schmidt-symmetric Gaus-
sian state admits a covariance matrix of the form (50); in
particular its reduced determinants are equal. Even if this is
not a sufficient condition for a state to be Schmidt symmetric,
we choose to symmetrize the initial state by equalizing the
reduced determinants of its covariance matrix in order to reach
a state that is closer to (ideally equal to) a Schmidt-symmetric
state. We then apply Theorem 5 on the resulting symmetrized
state in order to get an enhanced entanglement detection per-
formance.

An n x n Gaussian state p is fully characterized by its
displacement vector d and covariance matrix y defined in
Eq. (49). Since first-order moments are irrelevant as far as
entanglement detection is concerned, we can restrict to states
with d = 0 with no loss of generality. To symmetrize the
state, we will exploit a filtering operation in the Fock basis as
follows. Suppose that the first subsystem has a smaller noise
variance or more precisely that detA < detB in Eq. (49),
meaning that the purity of the first subsystem is larger than

that of the second subsystem (the opposite case is treated
below). We process each mode of the first subsystem through
a (trace-decreasing) noiseless amplification map [30-32], that
is,

oaB —> Pag = ¢ (t"? @ 1)pap(t™* @ 1), (54)

A

where ¢ is a constant, 71 is the total photon number in the
modes of the first subsystem, and ¢ > 1 is the transmittance
or gain (/7 is the corresponding amplitude gain). It can be
checked that this map effects an increase of the noise variance
of the first subsystem (it increases det A). Note that if the input
state psp is Gaussian, then the output state psp remains Gaus-
sian [33]. Crucially, this map does not change the separability
of the state (the amount of entanglement might change, but no
entanglement can be created from scratch or fully destroyed).
Therefore, psp should be closer to a Schmidt-symmetric state
and is a good candidate for applying Theorem 5.

To find the covariance matrix of the output state pap, we
follow the evolution of the Husimi function defined as

1
Qo) = —(alple), (55)
T
where |a) is a vector of coherent states. For an n x n Gaussian
state pap, the Husimi function is given by
1

n2n [det (y + 1)

where « is associated to the first system and 8 to the second,
'=(y+1/2)"! and

O(a, f) = e (56)

r=~2(Re(a;), Im(ay), . .., Re(a,), Im(a,),
Re(B1), Im(By), ..., Re(By), Im(B,))"  (57)

with Re(-) and Im(-) representing the real and imaginary parts.
The noiseless amplification map enhances the amplitude of
a coherent state as |o) — e~DI/2| /f o). Therefore, the
Husimi function of the output state pap is equal to (see [34]
for more details)

1
7T2n
— =D+t 0 /7 o, B). (58)

Since the output state psp is a Gaussian state, its Husimi
function is still of the form (56) with an output covariance
matrix 7 (and corresponding I"). Comparing the exponent of
both expressions, we find that

[ =MI'M — (M? — 1),

e

M= <\/;]12n><2n 0 ) (60)

0 IL2n x2n

O(a, B) ox —= (&, BI(t"* @ 1)pap(t"* @ 1)]et, B)

1 -1
) 1
M—-WM —]1)] 5 (59)

where

The last point before applying the weak realignment criterion
on pPyp is to find a suitable value for the transmittance ¢ (note
that r must be greater than 1). A simple ansatz is to choose t so
that the filtered state p4p is a symmetrized Gaussian state; that
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|0) BS 10)

P Psym

FIG. 3. Circuit implementing the filtration on a two-mode Gaus-
sian state p: a noiseless attenuation map is applied on the first mode
of p (BS represents a beam splitter of transmittance ¢). The resulting
state pgym is symmetrized if the value of ¢ is well chosen.

is, the noise variances of both subsystems are equal (detA =
det B).

Now, if the first subsystem has a larger noise variance
(namely, detA > det B), we can simply exchange the roles
of A and B and apply the noiseless amplification map on
the modes of the second subsystem. Alternatively, we may
consider another filtering operation in the Fock basis by
processing each mode of the first subsystem through a (trace-
decreasing) noiseless attenuation map [33,35]. Formally, it is
defined exactly as the noiseless amplification map in Eq. (54)
but with a transmittance ¢ < 1, so it leads to very similar
calculations. Physically, the noiseless attenuation map has the
advantage to admit an exact physical implementation (un-
like the noiseless amplification map), which provides us with
another method to compute the output covariance matrix y
(and corresponding I'). Indeed, processing the state of a mode
through a noiseless attenuation map is equivalent to process-
ing it through a beam splitter of transmittance ¢ (with vacuum
on an ancillary mode) and then postselecting the output condi-
tionally on the vacuum on the ancillary mode (see Fig. 3). We
give the details of this alternative calculation for the two-mode
case in Appendix D.

We note that the enhancement of the weak realignment
criterion obtained via prior filtration can be viewed as the
consequence of using TrR(p) = Tr(p |2)(2|) but with a bet-
ter witness operator than |€2)(€2|. Let us define the filtration
map as p — Ap(p). For example, consider the noiseless at-
tenuation map Ar(p) o (t"? ® 1)p(t"/?> ® 1) applied on a
1 x 1 state (with ¢ < 1). The trace of the realigned state after
filtration can be expressed as

Tr(R(AF(p))) = Tr(Ar(p) 12)(R0)
= Tr(p AL(I2)(RQ]), (61)

where A}; stands for the dual filtration map. In this example,
we note that A; = Ar and Ar(|2)(€2])) is proportional to
the projector onto a two-mode squeezed vacuum state. In
other words, the enhancement in this example is obtained
by computing the fidelity of p with respect to Y, "/ 2|n)|n)
instead of |Q) = >, [n)|n).

In the next section, we apply this filtration procedure on
several examples of Gaussian states in order to show how the
weak realignment criterion assisted with filtration can indeed
improve entanglement detection.

|0) ——— ™S 4

0) ——

FIG. 4. Example of a Gaussian state created from a two-mode
vacuum state processed through a two-mode squeezer (with squeez-
ing parameter r > 0) and a Gaussian additive-noise channel acting
on the first mode (with noise variance V).

VI. APPLICATIONS

A. Two-mode squeezed vacuum state with Gaussian
additive noise

We first illustrate how the filtration procedure enables a
better entanglement detection on two-mode entangled Gaus-
sian states. In particular, we show that for specific examples,
computing the trace of the realigned state (after filtration) is
equivalent to computing its trace norm. Let us consider a two-
mode squeezed vacuum state whose first mode is processed
through a Gaussian additive-noise channel as shown in Fig. 4.
We denote V the variance of this added noise. It is known that
the entanglement of the two-mode squeezed state decreases
when we increase the noise variance, until V = 1 at which
point it becomes separable (if V > 1, the channel is entan-
glement breaking [36]). Our Gaussian state has a covariance
matrix

h2r inh 2r
V + 5= 0 sinh2r 0
0 74 + cosh2r 0 __sinh2r
2 2
y = sin}21 2r 0 cos; 2 0 , (62)
inh 2r h 2r
O _ Sll’l2 O COS2
where r > 0 is the squeezing parameter. By applying Eq. (44)
where
1 —2r
s(V+e™) 0
2
= , 63
Y ( 0 W+NQ (63)

we find TrR(p) = 1/(V + e~%"). According to Theorem 5,
entanglement is thus detected if V < 1 — e~?". Clearly, for
a finite squeezing parameter r, there exist entangled states
with 1 — e™2" <V < 1 which are not detected. As a result,
the weak realignment criterion does not always detect entan-
glement in this example (it becomes perfect at the limit of
infinite squeezing, r — 00).

In comparison, it was shown in [17] that for a matrix in the
normal form [Eq. (46)] the trace norm of the realignment is
given by Eq. (48). In our example, we obtain

1

R - 64
I R(p) e +/(cosh2r + 2V) cosh 2r — sinh 2r 4

so that entanglement is detected if V < tanh 2r. Here again,
the realignment criterion leaves some entangled states un-
detected (but it is more sensitive than the weak realignment
criterion since 1 — e™?" < tanh2r, Vr > 0).

Let us now symmetrize the state with the filtration pro-
cedure introduced in Sec. V; that is, we process the first
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mode (which has a larger noise variance) through a noise-
less attenuation map. By inspection, we find that the optimal

J

transmittance is # = tanh? 7 and the resulting symmetrized
Gaussian state p™" admits the covariance matrix'?

sym 1 ((4v cosh 2r+ cosh4r+3) 1 (8 sinh? r cosh® r) o, ) 65)
ves 8(V + cosh2r) (8 sinh? r cosh® r) o, (4V cosh 2r+cosh4r+3)1/’
[
where o, = ((1) ?1)- We now apply Eq. (44) to p»™, where instead of the first. The covarian'ce matrix reads
cos; 2r 0 51n121 2r 0
- 1 VVc_:_)it;SZI:’;rrl 0 0 cos; 2r 0 _ sin; 2r
Yo = z( 0 K/C_f_)it(f}:;rl ’ (66) V= sin}21 2r 0 vV + cos; 2r 0 : (68)
sinh 2r sh 2r
. 0 —== 0 V + 5=
which gives
As before TrR(p) = 1/(V + e~ %) so the weak realignment
V + cosh2r criterion alone does not detect all entangled states. To improve
TrR(p™) = —————. (67)
1 4+ V cosh2r

Thus, entanglement is detected if TrR(p™") > 1 which is
equivalent to V < 1, for all r. Hence, all entangled states
of the form (62) are now detected. Note that Tr R(p™"™) =
[l R(o™™) |l here according to Theorem 4. Indeed, the co-
variance matrix (65) is in the form (51) with¢ > O and d < 0,
so we have reached a Schmidt-symmetric state.

As a consequence, we have confirmed that the entan-
glement detection for Gaussian states is improved if one
symmetrizes the state before applying the weak realign-
ment criterion. In particular, in this specific example, the
weak realignment criterion is as strong as the original re-
alignment criterion with symmetrization since Tr R(p™"™) =
[l R(0™™) |l and even stronger than the realignment criterion
without symmetrization based on || R(p) |- Moreover, ap-
plying the symmetrization procedure and computing the trace
of the realigned state (via the determinant of the restricted
covariance matrix) are much easier than computing the trace
norm of the realigned state (as developed in [17]). In Fig. 5
(upper panel), we illustrate the fact that the trace and trace
norm of the realigned state can be increased by the filtration
procedure (the value without filtration is found when ¢ = 1).
We notice that, although the optimal value of the transmittance
t = tanh?(r) allows for the detection of entanglement, there
are actually many other values of ¢ that allow for such a
detection too. Moreover, it seems that the symmetrized state
t = tanh?(r) is not necessarily the best way of filtering the
state of this example as it does not give the highest possible
value of the trace of R(p).

As a second example, let us start with the same two-mode
squeezed vacuum state but add noise on the second mode

2Note that even if V = 0 (i.e., the state already has a symmetric
covariance matrix) we may still process one of its modes through
the noiseless attenuation map. It simply yields another (symmetric)
two-mode squeezed vacuum state with lower entanglement.

1.06

1.04

1.02 I R(o) ll¢r
1.00f \
098 Tr(R(p))

0.96- t=Tanh2(r)

- t
0.2 0.4 0.6 08 1.0

1.5 2.0 2.5 3.0

FIG. 5. Comparison of the trace TrR(p) and trace norm
| R(p) |l of the realigned state for a two-mode squeezed vac-
uum state processed through a Gaussian additive-noise channel (we
choose r = 0.2 and V = 0.4). (a) The noise is added on the first mode
and filtering consists in processing this mode via a noiseless attenu-
ation map. The red cross shows the point at = tanh?(r) where the
covariance matrix has been symmetrized and Tr R(p) =|| R(p) ||¢-
(b) The noise is added on the second mode and filtering works by
processing the first mode via a noiseless amplification map. The val-

ues of the trace and the trace norm coincide when t = ﬁ ~ 25.7.
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on this, we could of course apply the noiseless attenuation
map on the second mode, which would give the exact same
results. Alternatively, we may explore another filtration pro-
cedure, which consists in applying the noiseless amplification
map on the first mode. As can be seen in Fig. 5 (lower
panel), the values of the trace and trace norm increase with
t, and if 7 is chosen big enough, we detect entanglement. In
order to symmetrize the covariance matrix, we would need
a noiseless amplifier of transmittance ¢t = ﬁ, which is a
limiting case that would yield a two-mode squeezed vacuum
state with infinite squeezing. For this optimal value of ¢, we
have Tr R(psym) = % and thus entanglement is always de-
tected when V < 1. Hence, here again, the weak realignment
criterion assisted with filtration allows us to detect all entan-
gled states.

B. Random two-mode Gaussian states

Let us consider two other examples of random two-mode
Gaussian states with their covariance matrices written in the
normal form:

1.46 0 0.83 0

0 146 0 —023
"Zloss o o080 o |

0 —023 0 080

120 0 —076 0

0 129 0 044
=076 o 08 o0 69)

0 0.44 0 0.83

These states are not PPT so they are entangled. These exam-
ples are interesting because in both cases || R(p) |l> 1 but
Tr R(p) < 1, so entanglement is detected by the realignment
criterion but not by its weak formulation. We thus need to
apply the filtration procedure in order to enhance the detec-
tion with the weak realignment criterion. In Fig. 6, we show
the evolution of Tr R(p) as a function of the transmittance
t of the noiseless attenuation map applied on the first mode
(t =1 corresponds to the initial value when no filtration is
applied). The red cross indicates the exact point when the
covariance matrix has been symmetrized. In the first example
[see Fig. 6(a)], the filtration procedure works well and many
values of ¢ allow us to detect entanglement. In particular,
the entanglement is detected at the optimal value of # (note
that the trace and trace norm do not exactly coincide there,
which witnesses the fact that the symmetrized state is not
exactly a Schmidt-symmetric state). In the second example
[see Fig. 6(b)], however, filtration alone is not sufficient and
entanglement is never detected by the weak realignment crite-
rion. Even if filtration is performed by applying a noiseless
amplifier map on the second mode, we observe the same
results. Nevertheless, entanglement can still be detected if we
apply a local rotation (a m phase shift on one of the two
modes which has the effect to flip the sign of the ¢ and d
elements in the normal form of the covariance matrix) prior
to the filtration procedure, which makes the covariance ma-
trix look similar to the first example. This is shown by the
dashed green curve on Fig. 6(b). Furthermore, by applying

1.10+
Tr(R(Psym)) 1RO i
e o | e o o o o o o o o S o o o o o o o o - )
1.05
1.00
L L L L ¥ t
0.2 0.4 0.6 0.8 1.0
(a)
_____________________________________ ..
12 ROy T —
- Tr(R(Pphase))
.~
1.0 i
. 7’
0.8
0.6 - +
Tr(R(Psym))
0.4+
L L L L L L L L L L L L L L L L T d t
0.2 0.4 0.6 0.8 1.0

(b)

FIG. 6. Evolution of the trace Tr R(p) of the realigned state as a
function of ¢ for two-mode Gaussian states with covariance matrices
(a) y and (b) y, after filtering (noiseless attenuation on the first
mode). Both examples are entangled states. The blue dashed line
represents || R(p) || before the filtration and the red cross shows
the value of Tr R(psm) when the covariance matrix has been sym-
metrized. The green dashed curve shows the evolution of the trace
Tr R(Ophase )» Where ppnage is the state obtained by applying a 7 phase
shift prior to the filtration.

an appropriate local squeezing on the second mode of the
state after the noiseless attenuator on the first mode, we may
always reach a Schmidt-symmetric state [provided ¢ and d
have opposite signs in the covariance matrix (46) of the initial
state; otherwise the state is anyway separable]. This indicates
that applying a suitable local phase shift followed by a suitable
noiseless attenuator (or amplifier) and finally a suitable local
squeezer yields a filtration procedure that always allows the
detection of entanglement for a two-mode Gaussian state.

Note that we cannot plot the evolution of || R(p) || as a
function of ¢ in Fig. 6 (in contrast with Fig. 5) since the co-
variance matrix after filtration is not anymore in the form (46).
The blue dashed line represents its initial value before the
filtration is applied.

C. Examples of 2 x 2 NPT Gaussian states

Let us now move on to examples of 2 x 2 Gaussian states
(in which case the PPT criterion is not any more necessary and
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sufficient). We extend the example of Sec. VI A by considering that Alice and Bob share two instances of a two-mode squeezed
vacuum state with added noise. The covariance matrix is thus given by

(V+ cos; 2r) 1 sinl21 2r o, 0
0 V4 cosh 2r 1 0 sinh 2r o
VEPR= sinh 2r ( ’ ) cosh2r 1 ? ) ! (70)
2 0z 2 0
0 sinh 2r o, 0 cos; 2r 1

This state is always detected by the PPT separability criterion. We can also add some rotations on Bob’s modes in order to get
another state whose covariance matrix is given by vz pr = R(0, T) Yepr RT(0, 7) with

T4xa

Tyxq 0 0 0

0 cosf  sinf 0

R, ) = 0 —sinf  cos6 0
0 0 0 1ox2

This rotated state is always entangled and detected by the PPT
criterion. The entanglement detection effected by the weak
realignment criterion is, however, depending on the values of
6 and t as follows:

(a) If 0 =0 and 7 = 1 we have y}pp = yepr and the cal-
culations are exactly the same as in Sec. VI A (but everything
is squared because we now have two states). It means in
particular that Tr R(pgpr) = m is not always greater

than 1, but if we applied a suitable filtration with t = tanhz(r),
entanglement becomes always detected.

(b) If 6 = 7 and regardless of the value of 7, we have
TrR(pgpg) = m which is always smaller than 1.
Entanglement is thus never detected. Note that in this particu-
lar case, the filtration does not improve the value of Tr R(p")
even if we try to add a rotation before the filtration. The key
point is that this state does not have EPR-like correlations.

(c) If & =0 and regardless of the value of 7, we have
TrR(pppr) = o ﬁlsmw +vy- In some cases, entangle-

ment is detected without any filtration. In some other cases,

Tr R(o(t))
14[
1.0F
095
08F
07"
0.6/
05F

I ! I I I ! I I I ! I I I ! I I I ! t
0.2 0.4 0.6 0.8 1.0

FIG. 7. Evolution of the trace Tr R(pypg) of the realigned state
after filtration as a function of ¢t for r =1,V =0.8, T = 0.9, and
6 = 0. The entanglement is detected in the interval of ¢ values such
that the trace exceeds 1.

[ )

0 0 0 0
JT 0 —J1-z 0
0 JT 0 _JT—7 71

J1—1 0 JT 0
0 1—1 0

(

entanglement is not straightforwardly detected, but the filtra-
tion helps in the detection. For example, if r =1, V = 0.8,
and t = 0.9, then TrR(pgpg) = 0.8 < 1 and entanglement
is not detected as such. However, if we apply the filtration
procedure, we see in Fig. 7 (upper panel) that there are many
values of ¢ that enable entanglement detection.

VII. CONCLUSIONS

We have introduced a weak formulation of the realignment
criterion based on the trace of the realigned state R(p), which
has the advantage of being much easier to compute than the
original formulation of the realignment criterion, especially
in higher dimensions. It has a simple physical implemen-
tation as computing Tr R(p) is equivalent to measuring the
|€2) component of state p via linear optics and homodyne
measurements. Moreover, for states in the Schmidt-symmetric
form, both realignment criteria—the weak and the origi-
nal formulations—are equivalent. We focused especially on
Gaussian states and showed that applying a suitable filtration
procedure prior to applying the weak realignment criterion
often allows for a better entanglement detection. In particular,
we have explored a filtration based on noiseless amplification
or attenuation, which is an invertible operation that transforms
the state into a symmetrized form such that the entanglement
detection is enhanced (this procedure may even surpass the
original realignment criterion while it is simpler). We have
provided examples of the application of this procedure for
various 1 x 1 and 2 x 2 Gaussian states. These examples
illustrate the power of the method (it can be made to detect
all entangled 1 x 1 Gaussian states), even though we have
found cases where it leaves the entanglement of 2 x 2 states
undetected.

A question that we leave open in this work is whether the
weak realignment criterion assisted with suitable prior filtra-
tion can be stronger than the PPT criterion to the degree that
it can detect bound entangled states. The weak realignment
criterion is weaker than both the original realignment and PPT
criteria, which are two incomparable criteria (except for states
in the symmetric subspace, where they coincide). Hence, as
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such, it cannot detect bound entanglement. We have not been
able to find instances where adding filtration allowed us to
detect bound entangled states, although it should in principle
be possible to bring the state close enough to a Schmidt-
symmetric state so that bound entanglement is detected. Note,
however, that this can only be the case if the original realign-
ment criterion detects the entanglement of the state, that is, if
the Schmidt-symmetric state that is approached via filtration
is not within the symmetric subspace (otherwise, the weak
realignment criterion tends to the realignment criterion which
itself coincides with the PPT criterion, so no bound entangle-
ment can be detected). This puts severe constraints on where
to seek the detection of bound entanglement using the weak
realignment criterion assisted with filtration.

As a future work, it would also be interesting to explore
other possible filtration procedures in order to further improve
the entanglement detection in higher dimensions. Alterna-
tively, another interesting goal would be to find a physically
implementable protocol for the original realignment criterion
and not its weak form [that is, for evaluating the trace norm of
R(p) instead of its trace with optical components].
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APPENDIX A: PROOF OF THEOREM 1

We give here the proof of Theorem 1. Let us construct
an entanglement witness V), that is, an observable with a
positive expectation value on all separable states. Let us define
W=1-3)"A;®B; and let us check that Tr(ps,V) > 0
where pip = (la) ® |b))({a] ® (b]) is a separable (product)
state. First we remark that

Tr(psepWV) = ({al @ (DWW (la) ® |b))

=1 - (alAila)(b|B;|b)

i

>1— | Y laldila)P | Y (BIBB)E, (Al

where we used the Cauchy-Schwarz inequality in the last
step. Now, since the {A;} form a basis, we can write |a)(a| =
Zj ajA; where o; = (alA;la), and similarly for |b)(b|. This
allows us to write

1 = | la)al I*= Tr(la){al(la){a])") = Tr(ZaiAiaij’,*-)

i

=Y aTrAAD) = ) el =) lalAila)>  (A2)
ij i i

and similarly Y, [(b|B;|b)|* = 1 so that Tr(psepV) > 0. Thus,
W is indeed an entanglement witness as any separable state
is expressed as a convex mixture of states of the form pgep.
Let us now check under which condition it allows for entan-
glement detection. In other words, what is the condition to
have Tr(pWV) < 0? Consider a state p written in its operator
Schmidt decomposition. Then,

Tr(pW) =1 — Tr(Z AAA; ® BiBj>
ij

=1- Z ATr(AA ) Tr(BiB;)
ij

Entanglement is thus detected when ) ; A; > 1 which com-
pletes the proof.

(A3)

APPENDIX B: FORMULATION OF THE |2) STATE

We prove here that the state |2) can be reexpressed as
\/EUgSIO)X1 |0),, where Upg is the unitary of a 50:50 beam
splitter. By definition, it is expressed in the Fock basis as
|2) = ", |n)|n). Thus, if |x) and |y) are position states, we
have

(xl(1Q) =D {xln) (yln)

= > (xln)(nly)
= (xly) =8(x —y), (BD)
so that |2) can be written in the position basis as
[€2) = /dxdy5(x =Xy = /dx x) |x). (B2)

Since the action of the 50:50 beam splitter unitary Ugs on the
position eigenstates is defined as

Ugs|x)ly) = (B3)

)

we have

(U100, 10) 0 = <x el <’ﬂ

2 I\
[k =of k=)

_ 5<u);
o\ V2 e
= 8(x —y)//7, (B4)

Wher¢ we have used the fact that (x|y) = §(x — y) and (x|p) =
\/szﬂe’p". Comparing with Eq. (B1), this completes the proof

that [Q) = /7T UL|0),10) .

‘|0>x1 10 p,
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APPENDIX C: COMPUTATION OF EQ. (43)

We show how to directly compute Eq. (43) for a two-mode
state. We have to compute the following integral where we set
x1 = py =0:

{x =0l(p = 0lp'lx = 0)|p = 0)

=/dx2dp1Wpr(0, D1, X2, 0)

1 1 -1 T
=—— | dxydp, e 20 20¢) 0 prx2 0)
(2n)2«/dety// apre
1 iy e
= —/dxzdple 202 p1) (m)
(2m)?/det y’
- 1 2
~ (m)2J/dety’ V/detT
1 dety’ 1

= = , Cl
2ry/dety’\ dety,  2m./dety, D

where I' is a 2 x 2 matrix with elements given by I'j | =
(¥)55 Ta2 = (¥)spand 1o =Ty = ()54

APPENDIX D: PHYSICAL INTERPRETATION OF THE
SYMMETRIZATION PROCEDURE FOR
A GAUSSIAN STATE

We present here an alternative way of computing the co-
variance matrix of the output state of a noiseless attenuation
channel. To do so, we use the fact that the attenuation channel
can be represented by a beam splitter followed by a postselec-
tion on the vacuum (see Fig. 3).

To filter the state, we process the modes of the subsystem
with the higher variance (that is the higher value of the de-
terminant of the reduced covariance matrix A or B) through
a noiseless attenuation channel and then postselect the out-
put conditionally to measuring the vacuum on the ancillary
modes. Since it is a Gaussian channel, the output remains
Gaussian. Processing the state through this channel will have
for effect to lower the variance of the mode that traveled
through the channel. The output state is the symmetrized
Gaussian state p™". We chose the attenuator factor (that is
the transmittance ¢ of the beam splitter) so that the variance of
both modes of p*™ are equal; that is, det A = det B. In terms
of covariance matrix, the procedure is as follows.

Let us have an n x n Gaussian state p with covariance
matrix (49) and let us assume det A > det B with no loss of
generality. We then add n vacuum state to the system. The
new covariance matrix thus reads

1
51y, O
Yioyon4p = <2 0 y) (Dl)

We now apply the transformation S @ 1 where S is the beam
splitter transformation,

\/;]12}1 R I - l]12n 0
So&l=|J1-1l,, Vi, 0 1. (D2)
0 0 15,
to the covariance matrix y|gyeny,:
§ A CT
Yse1 =S ® Lyjgeni, ST @1 = c 5) (D3)

Finally, we reduce the covariance matrix conditionally to mea-
suring the vacuum on the first mode; that is [37,38],

1 —1 A/ C/T
wm —B_clA+ -1 CT:< ) D4
Y ( 3 > o B (D4)

At this stage we obtained a new covariance matrix which
depends on ¢. If the filtration procedure is such that we want to
symmetrize the covariance matrix, we need to make sure that
the determinant of the covariance matrices of both subsystems
are equal (det A" = det B').

Explicit calculation for the two-mode case

Let us do the explicit calculations to obtain the sym-
metrized covariance matrix of a two-mode Gaussian state
initially expressed in its normal form [5],

a 0 ¢ O
0 a 0 d

"Zle 0 b o0 ®3)
0 d 0 b

Any covariance matrix of a two-mode state can be trans-
formed into this form by applying local linear unitary
operations which are combinations of squeezing transforma-
tions and rotations. These operations do not influence the
separability of the state, and are thus always allowed when
studying entanglement. Note that we assume a > b with no
loss of generality. We first add the vacuum state to the system.
The new covariance matrix reads

12 0 0 0 0 0
0 12 0 0 0 0
0 0 a 0 ¢ O
More=109 0 0 a 0 d (D6)
0O 0 ¢ 0 b 0
O 0 0 d 0 b

We then apply the transformation S @ 1 to the covariance
matrix y|o)+, to obtain

T A cr
Vse1 =S @1y, S @1 = (D7)

C B
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with (a B l)t N % 0 i o
AZ(—m+a+g 0 > _ 0 (a—He+L 0 avi
0 —ta+a+1%) N 0 b o |
0 't 0 b
11— 2a)y=G =T 0
. 0 (1 —2a)/=0 =Dt o8
—cm 0 '
0 —dJ/1—1
Finally, we reduce the covariance matrix conditionally to measuring the vacuum on the first mode; that is,
1\ 0 1=2a(t+1)-1 0 24/
ym =B — C(A + §ﬂ> cr = 2o 4"(’_”(;2(’“) e, —2a<t—01)+r+1 (DY)
—2a(t—1)+1+1 “2a(t—1)+1+1
0 24/ 0 2-ld> 4 p

The covariance matrix will be symmetrized providing tha

2(t — 1)c?

2aG—1)+i1+1 2a(t—1)+t+1

t the determinant of the covariance matrices of both subsystems are

12
2(t — 1)d (D10)

equal (detA = det B), meaning
) -(

( t—2at+1)—1

da(t — 1) —2(t+ 1) —2a(t

b)( b>.
—D4r+1 —2a(t — 1) +1+1

Solving this equation for ¢ gives the transmissivity of the beam splitter necessary to obtain a Gaussian state with a symmetric

covariance matrix.
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